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A. Comparsion with Other Long Video Under-
standing Methods

We first compare the accuracy of video question answer-
ing between our approach and the methods extended the
context length of language model(e.g., LongVA [11] and
LongVILA [10]) or utilized token reduction(e.g., Cross-
GET [4], VCWE [8] and LongVU [3]) to allow more frames
to be encoded and processed. As in Table 1, our method
can achieve better results with the same even fewer frames,
since they do not address the issue of irrelevant or redun-
dant information among frames while our method focuses
on selecting keyframes to ensure that the input contains rel-
evant information. Additionally, our methods can also be
integrated with them (e.g. LongVA [11], CrossGET [4] and
LongVU [3]) for improvement as showen in Table 1.

We also compare the accuracy of video question answer-
ing between our approach and the methods (e.g., VideoA-
gent [6] and VideoTree [7]) selected keyframes using lan-
guage (from the LLMs). As in Table 1, our method exceeds
their performance with same even fewer frames, since these
methods selected keyframes solely using language, which
can miss important visual cues as shown in Figure 1.

B. Details of the ADA Algorithm

In Algorithm 1, we present the detailed pseudocode of our
ADA algorithm. To accelerate the experimental process, we
pre-process the video frames (sampled at 1 frame per sec-
ond along with the corresponding questions) by inputting
them into the VL scorer to obtain the corresponding scores.

*Equal contribution.

Algorithm 1 ADA: Adaptive Keyframe Selection
Input: matching score: a list, where each element is the

matching score of a frame and the corresponding
question

level: Current recursion level
max level: maximum recursion level
sthr: threshold
M : number of frames to select
Output: selected frames: Indices of the selected M frames

Function SplitSegments(matching scores, level,
max level,sthr, M):

split scores← []
// List of completed segments

new scores← []
// List of segments to further
split

foreach matching score in matching scores do
sall ← mean(matching score)
stop← mean(topk(matching score, M))
m← stop − sall
if m ≥ sthr then

Append matching score to split scores
else if level < max level then

Split matching score into two bins from the
center, denoted as split1 and split2
Append split1 and split2 to new scores

if new scores is not empty then
deeper scores← SplitSegments (new scores,
level + 1, max level,sthr, M//2level)
split scores← merge(split scores, deeper scores)

return split scores
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Function SelectFrames(segments, M):
total length← total length of all segments
selected frames← []
foreach segment in segments do

mi ← ⌊M × length(segment)/total length⌋
Select the top mi highest-scoring frame indices
from segment

Append the selected indices to selected frames
return selected frames

Main:
matching scores← [matching score]
segments ← SplitSegments (matching scores,
level, max level,sthr)
selected frames ← SelectFrames (segments,
M )
return selected frames

These scores are then stored in a list referred to as
matching score. Each element in matching score con-
sists of the matching score for a specific video frame and the
corresponding question. We begin by employing a recur-
sive strategy to partition the matching scores list into sub-
lists of varying lengths, according to the partitioning rule
outlined in Section 3.3. Subsequently, based on the lengths
of these sublists, we select different numbers of frames with
the highest matching scores from each sublist to construct
the final set of video frames. This final set is then sent to
the language model for visual understanding.

C. More Visualization Results
In Figure 2, we show more examples of video understanding
results of AKS (based on three baselines, LLaVA-Video-
7B [12], Qwen2-VL-7B [5], and LLaVA-OV-7B [2]). As
shown, our approach benefits from the ability to locate
keyframes so that the MLLM receives effective visual in-
formation for understanding. The ability easily transfers to
various MLLMs in a plug-and-play manner.

Q: What is the weather when the helicopter takes off?

A: Sunny seems like the
     most plausible answer
     for a typical helicopter
     departure scene.

VideoAgent & VideoTree
Frame Captions: No information about weather

AKS

A: It’s raining.

    frame1:The image shows a person from behind, standing in what appears to 
                 be the interior of a vehicle, possibly a car or abus. ……
  frame2:The overall style of the image is reminiscent of promotional material
               for a video game, movie, or comic book adaptation. ……  …

Figure 1. VideoAgent loses visual information and produces a
wrong answer. AKS looks into the keyframe for the right answer.

Table 1. Comparsion with Other Methods of Dealing with Long
Videos

Method Frames LVB [9] V-MME [1]

LongVA 64 52.8 52.4
LongVA + AKS 64 55.4 53.6
LongVILA 256 57.1 60.1
LLaVA-Video + AKS 64 62.7 65.3

LLaVA1.5 6 42.1 39.3
+CrossGET 6 41.2 40.1
+ AKS 6 43.9 40.9
+ CrossGET & AKS 6 44.1 41.8

VCWE 512 58.0 60.2
LongVU 1fps 52.4 55.0
LongVU + AKS 64 55.1 56.1
LLaVA-Video + AKS 64 62.7 65.3

VideoAgent 5 (avg) - 43.3
LLaVA-Video + AKS 4 - 55.4
VideoTree - 52.8 52.4
LLaVA-Video + AKS 8 57.8 60.0
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Q: What is the first food item displayed in the video?

Q: A person wearing an embroidered dress, whose face is not visible, is
     cutting a tomato on a wooden board with a vegetable knife. What
     objects are present in this scene?

Q: In an oil painting depicting many people, there is a man in blue clothes
    holding an object and kneeling towards a man in black clothes. Which
    character appears in this scene?

A: A person in black clothes

   leaning on a crutch.

LLaVA-Video-7B w/ AKS

LLaVA-Video-7B  

A: A person wearing

   a red robe.

Q: What card does the male judge pick?

A: Avocado.

Qwen2-VL-7B w/ AKS

Qwen2-VL-7B  

A: Beverage with ice cubes.

A: 2 of clubs.

Qwen2-VL-7B w/ AKS

Qwen2-VL-7B  

A: 2 of spades.

Q: What is the stage background where several male
     performers are holding long sticks?

A: parsley.

LLaVA-OV-7B w/ AKS

LLaVA-OV-7B  

A: ring.

A: A forest.

LLaVA-OV-7B w/ AKS

LLaVA-OV-7B  

A: A sailboat.

Q: How many times does the interviewed girl appear in the video?

A: 4.

LLaVA-Video-7B w/ AKS

LLaVA-Video-7B  

A: 2.

Figure 2. More examples of AKS enhance the baseline MLLMs for video understanding. The left three examples come from
LongVideoBench [9] while the right three are from VideoMME [1]. Green stars indicate keyframes selected by AKS.
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