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Supplementary Material

Figure S1. Normal and depth estimation results on the Glossy
Blender dataset.

1. Additional Implementation Details

1.1. Representation

We implement GS-2DGS mainly based on the original
2DGS. The 2DGS uses {x, s, t} and {α, c} to represent
its geometric and volumetric appearance properties respec-
tively, where x is the position of the Gaussian, s and t are
the scale and rotation of the axis, α is the opacity and c is
the SH coefficients. Apart from those properties, we add
PBR parameters {a,m, andr} to represent the albedo, met-
alness, and roughness of the Gaussian.

1.2. Usage of Foundation Models

Normal Estimation. We adopt the pre-trained model of
Marigold [2] fine-tuned by [5] for normal estimation for its
robust performance on the reflective objects. We follow the

original code 1 and default pipeline to use the RGB images
as input and predict the normal map.

Depth Estimation. For depth estimation, we use the
Depth Pro [1] model for its superior performance on the
object level prediction. We use the original implementa-
tion 2 and follow the original pipeline to predict the depth
map. Specially, for the StanfordORB dataset, we use the
masked RGB images without the background for better per-
formance.

We show some examples of the normal and depth esti-
mation results in Fig. S1 and Fig. S2.

1.3. StanfordORB dataset

Object Training Scene Evaluation Scenes

Baking scene001 scene002, scene003
Ball scene003 scene002, scene004
Blocks scene005 scene002, scene006
Cactus scene001 scene005, scene007
Car scene004 scene002, scene006
Chips scene003 scene002, scene004
Cup scene006 scene003, scene007
Curry scene001 scene005, scene007
Gnome scene003 scene005, scene007
Grogu scene001 scene002, scene003
Pepsi scene003 scene002, scene004
Pitcher scene007 scene001, scene005
Salt scene007 scene004, scene005
Teapot scene002 scene001, scene006

Table S1. Training and evaluation scenes for each object in the
StanfordORB dataset.

The StanfordORB dataset contains 14 objects each in
three scenes with different lighting conditions. Both low
dynamic range (LDR) and high dynamic range (HDR) im-
ages are offered. For each object, we randomly picked one
scene for training and the other two for evaluation as illus-
trated in Tab. S1. The LDR images are downsampled to
1024× 1024 for training.

1https://github.com/VisualComputingInstitute/
diffusion-e2e-ft

2https://github.com/apple/ml-depth-pro

https://github.com/VisualComputingInstitute/diffusion-e2e-ft
https://github.com/VisualComputingInstitute/diffusion-e2e-ft
https://github.com/apple/ml-depth-pro


Figure S2. Normal and depth estimation results on the Stanfor-
dORB dataset.

2. Additional Experiments

2.1. Results on Glossy Blender dataset

Reconstruction Fig. S3 shows the additional reconstruc-
tion results on the Glossy Blender dataset. Our method
achieves the best reconstruction quality among all the
Gaussian-based methods. Compared to the SDF-based
method, we achieve comparable results with NeRO [4] and
better than TensoSDF [3]. We also show the normal map

results in Fig. S4.

Material Decomposition and Relighting. We show the
PBR related material parameters decomposition in Fig. S5
and Fig. S6. We render the corresponding parameter map
by alpha blending according to Eq.(3) of the main paper.
Compared to other methods, our method can get a more
reasonable decomposition of the PBR parameters with less
noise. We also show the relighting results of different ob-
jects under several environment lights in Fig. S7.

2.2. Results on StanfordORB dataset
Here, we provide more details of the experiment results on
the StanfordORB dataset.

Reconstruction In Fig. S8, we show the comparison of
reconstructed geometry among different methods. Our
method achieves faithful reconstruction results with less
noise and smooth surfaces.

Material Decomposition and Relighting. Fig. S9 shows
the PBR material decomposition in terms of albedo and
roughness. From the results, our method can achieve a more
reasonable decomposition of the PBR parameters while GS-
IR tends to get high roughness and R3DG’s roughness maps
are noisy. We also show the relighting results in Tab. S2 and
Fig. S10 to demonstrate the relighting quality further.
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Figure S3. Additional reconstruction results on the Glossy Blender dataset.

Methods GShader GS-IR R3DG Ours

Baking 23.86 / 0.9586 23.99 / 0.9611 24.71 / 0.9638 24.16 / 0.9593
Ball 22.04 / 0.9219 23.48 / 0.9208 23.19 / 0.9156 25.17 / 0.9357
Blocks 27.09 / 0.9716 28.78 / 0.9707 27.94 / 0.9692 32.16 / 0.9812
Cactus 26.99 / 0.9681 31.94 / 0.9724 30.15 / 0.9650 33.79 / 0.9819
Car 25.13 / 0.9671 26.71 / 0.9670 26.71 / 0.9662 30.57 / 0.9802
Chips 29.94 / 0.9742 28.19 / 0.9673 28.29 / 0.9694 28.36 / 0.9696
Cup 25.90 / 0.9641 26.96 / 0.9592 25.59 / 0.9482 28.93 / 0.9709
Curry 27.37 / 0.9704 30.58 / 0.9666 29.76 / 0.9674 31.77 / 0.9702
Gnome 28.88 / 0.9502 27.92 / 0.9388 26.94 / 0.9254 31.04 / 0.9540
Grogu 25.05 / 0.9709 27.17 / 0.9684 25.17 / 0.9606 25.80 / 0.9737
Pepsi 22.24 / 0.9517 24.46 / 0.9533 22.82 / 0.9490 24.10 / 0.9608
Pitcher 25.55 / 0.9525 27.43 / 0.9545 29.00 / 0.9530 29.53 / 0.9659
Salt 25.64 / 0.9616 23.61 / 0.9289 24.96 / 0.9524 24.74 / 0.9446
Teapot 24.58 / 0.9655 23.86 / 0.9588 23.99 / 0.9575 25.86 / 0.9708

Average 25.73 / 0.9606 26.79 / 0.9563 26.37 / 0.9545 28.28 / 0.9656

Table S2. The relighting quality in terms of PSNR↑ and SSIM↓ in the StanfordORB dataset, we report the average metrics of two evaluation
scenes. The comparison shows our method achieves the highest rendering quality.



Figure S4. Rendered normal maps results on the Glossy Blender dataset.



Figure S5. PBR material parameters decomposition on the Glossy Blender dataset.



Figure S6. PBR material parameters decomposition on the Glossy Blender dataset.



Figure S7. Relighting results on the Glossy Blender dataset.



Figure S8. Additional reconstruction results on the StanfordORB dataset.



Figure S9. PBR material decomposition on the StanfordORB dataset.



Figure S10. Relighting results on the StanfordORB dataset.
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