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In this supplementary document, we provide additional
details and experiments that support the findings presented
in the main paper. Section 1 presents the evaluation of the
proposed distractor-aware memory (DAM) integrated into
different model sizes of SAM2.1 and further extended with
results for DAM integrated into SAM2 (Section 2). Sec-
tion 3 reports results on additional bounding box tracking
datasets, while Section 4 extends the evaluation to a real-
time tracking benchmark. A parameter sensitivity analysis
of DAM4SAM is provided in Section 5, followed by ad-
ditional details on the DiDi (distractor-distilled) dataset in
Section 6. Finally, Section 7 presents qualitative compar-
isons between SAM2.1 and DAM4SAM.

1. Impact of the model size
The segment anything model 2 (SAM2) [11] was originally
developed in four model sizes, denoted by tiny (T), small
(S), base (B) and large (L). In Table 1 these four model sizes
of unchanged SAM2.1 are compared with our DAM4SAM
version, presented in the paper on the new DiDi dataset.
Results show a clear and consistent performance improve-
ment across all four model sizes. In particular, the tracking
quality improves by approximately 6% or 7%, depending
on the model size, mostly due to the improved robustness.
These results show that the proposed distractor-aware mem-
ory generalizes well over various model sizes, demonstrat-
ing that the model has not been tuned to the exact SAM2
model.

2. Impact of the model version
This section compares the performance improvements for
the two individual SAM versions, i.e., SAM2 and SAM2.1.
The SAM2.1 version improves the initial version in han-
dling small and visually similar objects by introducing ad-
ditional augmentation techniques in training. It also in-
cludes improved occlusion handling by training the model
on longer frame sequences.
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Table 1. Comparison of different model sizes on DiDi dataset. The
T, S, B, L denote the tiny, small, base and large Hiera backbone
sizes, respectively. Params denotes number of parameters, while
Acc. and Rob. denote accuracy and robustness, respectively.

Params Quality Acc. Rob.

SAM2.1-T 39M 0.600 0.697 0.848
DAM4SAM-T 39M 0.642 ↑7% 0.695 0.907
SAM2.1-S 46M 0.630 0.718 0.866
DAM4SAM-S 46M 0.668 ↑6% 0.709 0.930
SAM2.1-B 81M 0.624 0.721 0.856
DAM4SAM-B 81M 0.664 ↑6% 0.709 0.930
SAM2.1-L 224M 0.649 0.720 0.887
DAM4SAM-L 224M 0.694 ↑7% 0.727 0.944

Table 2. Comparison of two SAM model versions: SAM2 and
SAM2.1 on DiDi dataset.

Quality Accuracy Robustness

SAM2 0.627 0.723 0.850
DAM4SAM (2) 0.668 ↑7% 0.710 0.929
SAM2.1 0.649 0.720 0.887
DAM4SAM (2.1) 0.694 ↑7% 0.727 0.944

Results are shown in Table 2. To demonstrate the im-
provement of the 2.1 model version over version 2, we
compare the SAM2 with the SAM2.1 on the DiDi dataset,
which results in approximately 3.5% improvement in track-
ing quality. Next, we compare the original SAM2 and the
version with our new memory model. The tracking per-
formance improves by 7%, which is well beyond the per-
formance improvement from SAM2 to SAM2.1 and sup-
ports the importance of a high-quality memory model and
the memory management regime. A similar performance
boost (close to 7%) is observed between SAM2.1 and
DAM4SAM, which implies complementarity of the new
memory model with the baseline method performance im-
porvements that come from better training. Similarly as in



Section 1, we conclude that the proposed distractor-aware
memory is robust to different model versions, demonstrat-
ing a consistent improvements in tracking performance on
two SAM2 versions.

3. Results on additional benchmarks

In this section, we report the performance of the tracker on
three additional benchmarks: OTB100 [12], NFS [6], and
Vasttrack [10]. The results are presented in Table 3.

Table 3. State-of-the-art comparison on three additional bench-
marks.

OTB100 NFS Vasttrack
(AUC) (AUC) (AUC)

MixFormer [3] 70.7 3 - 39.5
SeqTrack [2] 68.3 66.2 3 39.6 3

LORAT [9] 72.0 1 66.7 2 44.0 2

DAM4SAM 71.7 2 68.6 1 59.9 1

4. Real-time performance

We further evaluate the proposed DAM4SAM under real-
time tracking constraints. We thus evaluate the tracker on
VOT2022-RT [8] challenge1, which was specifically de-
signed for real-time evaluation. Specifically, VOT chal-
lenges are run by VOT toolkits, which manage the real-time
constraints. A frame is sent to the tracker, which needs to
process it and report the target position at 20FPS frame rate.
If the tracker is not able to process the frame in time, the
prediction from the previous frame is used as the estimate
for the current frame and next frame is sent to the tracker.
Such a setup simulates actual real-time scenario, which is
much more realistic than reporting just the average tracking
speed. The tracking performance is measured using stan-
dard VOT2022 measures [8]: the primary measure expected
average overlap (EAO), and two auxiliary measures, i.e., ac-
curacy and robustness.

The results in Table 4 show that the proposed
DAM4SAM (L model size) outperforms all trackers that
participated in VOT2022-RT challenge. In particular, it out-
performs the challenge winner by 4% in EAO demonstrat-
ing excellent real-time performance. These results show
that the proposed distractor-aware memory adds only a
small computational overhead, yet bringing remarkable ro-
bustness capabilities and making it useful for real applica-
tions.

1SAM2.1 and DAM4SAM were evaluated on the machine with the
AMD EPYC 7763 64-Core 2.45 GHz CPU and Nvidia A100 40GB GPU.

Table 4. Real-time performance on VOT2022-RT challenge. The
challenge winner is marked by .

EAO Accuracy Robustness

MS AOT 0.610 3 0.751 2 0.921 3

OSTrackSTS 0.569 0.766 1 0.860
SRATransTS 0.547 0.743 3 0.866

SAM2.1 0.614 2 0.722 0.922 2

DAM4SAM 0.635 1 0.717 0.942 1

5. Sensitivity to threshold values

We analyze the sensitivity of the proposed DAM4SAM to
the exact value of the manually determined parameters. In
particular, we focus on thresholds defined in Distractor-
resolving memory (DRM, Section 3.2.2). Experiments
were conducted on the VOT2022 [8] dataset using the unsu-
pervised experiment to ensure fast execution and compute
the average overlap (AO) as the performance measure.

Firstly, we examined the impact of different memory
splits, specifically 2 frames in DRM and 4 frames in RAM,
and vice versa. The results showed no significant changes,
with performance drops of up to 0.3%, indicating robust-
ness to memory allocation variations.

Next, we analyzed the influence of the threshold for the
ratio between the target and alternative predicted masks, i.e.
Θanc = 0.7. This ratio is used for preemptive update upon
distractor detection and is thus crucial for our distractor-
aware memory. As shown in Figure 1, tracking performance
remains highly stable for a wide range of Θanc ∈ [0.6, 0.9]
demonstrating the robust design of the tracker.

Similarly, we evaluated the IoU score threshold (ΘIou =
0.8), which determines if a predicted mask is reliable for
distractor testing. Results in Figure 1 show that tracking
performance remains consistent for a wide range of param-
eters (ΘIoU ∈ [0.5, 0.8]) scoring almost identical AO.

The mask area threshold was also tested, i.e. Θarea =
0.2. This threshold is used to determine the tracking stabil-
ity and is together with the ΘIoU a necessary condition to
trigger the DRM update.

Finally, we tested the impact of the window size used
in the median calculation, starting with an initial value of
NM = 10 and exploring a range of values three times larger
and smaller. The performance variations were up to 1.5%
AO, indicating stability.

Sensitivity analysis for parameters Θanc, ΘIoU , Θarea

and NM across a wide range of thresholds is summarized in
Figure 1. DAM4SAM demonstrates stable tracking perfor-
mance, confirming that it is not sensitive to the exact value
of these parameters.
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Figure 1. Sensitivity of the DAM4SAM to different values of pa-
rameters: Θanc, ΘIoU and Θarea and NM . Experiments were
done on VOT2022 using average overlap as the performance mea-
sure. The selected parameter value is marked by a green circle.

6. DiDi dataset statistics
In this section we provide additional information about the
distractor-distilled dataset DiDi construction. In particular,
number of sequences from each source dataset is given in
the following:
• LaSoT [4]: 86 sequences
• UTB-180 [1]: 56 sequences
• VOT2022-ST [8]: 20 sequences
• VOT2022-LT [8]: 7 sequences
• VOT2020-LT [7]: 6 sequences
• GoT10k [5]: 4 sequences
• VOT2020-ST [7]: 1 sequence

• Total: 180 sequences (274,882 frames)

7. Qualitative analysis
Figure 2 presents a qualitative comparison between the
baseline SAM2.1 and the proposed DAM4SAM on four

video sequences. In the first row a zebra is tracked with
other zebras in its vicinity. When the zebra is partially oc-
cluded, SAM2.1 drifts to the wrong zebra and starts to track
it, while DAM4SAM tracks only the visible part of the tar-
get during occlusion and stays on the selected zebra until
the end of the sequence.

In the second row of Figure 2, the baseline SAM2.1
tracker successfully tracks the bus until the full occlusion
and fails to re-detect it after the re-appearance. This failure
occurs due to the too frequent memory updates when target
is occluded and is successfully addressed with the proposed
memory update in DAM4SAM.

The third row in Figure 2 shows tracking of a flamingo’s
head. The baseline SAM2.1 tends to jump on the bird’s
beak or extend to the whole body, since it prefers to segment
the regions with so-called high objectness (i.e., regions with
well-defined edges). The proposed DAM4SAM success-
fully tracks the flamingo’s head even if the edge between
the head and the neck is not clearly visible. In this case,
part of the neck is segmented by an alternative mask and
thus detected as a distractor. Updating the distractor resolv-
ing memory (DRM) using such critical frames results in a
more stable and accurate tracking.

A similar effect is demonstrated in the fourth row of
Figure 2, where a fish similar to the tracked fish occludes
it and causes SAM2.1 to jump to it. On the other hand,
DAM4SAM successfully detects such critical frames, up-
dates the DRM and avoids the tracking failure.
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Figure 2. Qualitative comparison of the baseline SAM2.1 (blue) and the proposed DAM4SAM (yellow). The symbol ≈ denotes approxi-
mately identical outputs and ∅ denotes an empty prediction (i.e, mask with all-zeros). Tracked object is denoted with a green arrow.
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