
ACE: Anti-Editing Concept Erasure in Text-to-Image Models

Supplementary Material

The following materials are provided in this supplemen-
tary file:
• Sec. A: training algorithm and more analysis of our pro-

posed ACE.
• Sec. B: details of training and evaluation.
• Sec. C: more evaluation results, including the FID evalu-

ation, Masactrl editing evaluation, explicit editing evalu-
ation and more ablation.

• Sec. D: more qualitative results.

A. Training Algorithm and Analysis
Algorithm 1 illustrates the overall training algorithm of our
proposed ACE. In particular, we propose aligning uncondi-
tional noise prediction with unconditional erasure guidance
(UEG), which can introduce erasure guidance through CFG
calculation under any text input into noise predictions of zt
that containing target concept. Specifically, it can be written
as:

ϵ̃ =ϵθ(zt, t) + ω(ϵθ(zt, cinput, t)− ϵθ(zt, t))

≈ϵ̃u + ω(ϵθ(zt, cinput, t)− ϵ̃u) (A.1)

After substituting Eqn. 6 from the main paper and simplify-
ing, we obtain:

ϵ̃ ≈ϵθ⋆(zt, t) + ηu(1− ω)(ϵθ⋆(zt, c, t)− ϵθ⋆(zt, t))

+ ω(ϵθ(zt, cinput, t)− ϵθ⋆(zt, t)) (A.2)

Further substituting Eqn. 2 from the main paper into the
equation, we get:

ϵ̃ ≈ ϵθ⋆(zt, t)−
1

σt
(ηu(1−ω)∇zt log p(c|zt)+ω∇zt log p(cinput|zt))

(A.3)
The formula for noise removal using DDIM can be ex-

pressed as:

zt−1 =

√
αt−1

αt
zt+

√
αt−1(

√
1− αt−1

αt−1
−
√

1− αt

αt
)ϵ̃. (A.4)

where αt is a predefined constant that satisfies αt = 1− σ2
t

and αt

αt−1
∈ (0, 1). By substituting Eqn. A.3 into Eqn. A.4,

we can obtain:

zt−1 ≈
√

αt−1

αt
zt −

√
αt−1(βt − βt−1)(ϵθ⋆(zt, t)−

σt(ηu(1− ω)∇zt log p(cinput|zt) + ω∇zt log p(c|zt)))
(A.5)

where βt =
√

1−αt

αt
, and βt−βt−1 > 0, ω > 1 . By replac-

ing all constant terms in the formula with positive constants

Algorithm 1 Our Training Algorithm

Input: Pretrained Diffusion U-Net θ∗, concept c to erase,
concept set Cp to preserve, erasing guidance scale ηu, cor-
rection guidance scale ηp, iteration N , learning rate β,
precomputed guidance control item γp, loss function co-
efficient λCons and λPUnc, λESD.

Output: Diffusion U-Net Lora θ′ with concept c erased.
θ ← Combine(θ′, θ⋆)
Initialize text embeddings c and cp from Cp
for i = 1, . . . , N do
zT ∼ N (0, I);
zt ← DDIM Inference(ϵθ, zT , c, t);
/* Compute guidance */
Gtarget ← ηu(ϵθ⋆(zt, c, t)− ϵθ⋆(zt, t));
Gprior ← ηpγp(ϵθ⋆(zt, cp, t)− ϵθ⋆(zt, t));
/* Compute aligned noise */
ϵ̃pu ← ϵθ⋆(zt, t) +Gtarget −Gprior;
ϵ̃c ← ϵθ⋆(zt, t)−Gtarget;
/* Compute Loss Function */
LCons ← ∥ϵθ(zt, cp, t)− ϵθ⋆(zt, cp, t)∥22;
LPUnc ← ∥ϵθ(zt, t)− ϵ̃pu∥22;
LESD ← ∥ϵθ(zt, c, t)− ϵ̃e∥22;
LACE ← λPUncLPunc + λConsLCons + λESDLESD;
θ′ ← θ′ − β∇θ′LACE

end for
return θ′

IP Character Explicit Erasure Artist Style
Training Steps 1500 2000 750

ηp 3 1 1.5
λPUnc 0.19 0.198 0.05
λCons 0.8 0.8 0.9
λESD 0.01 0.002 0.05

Erase Text IP Character name nudity Artist name

Table A. Hyper-parameter settings for our method across dif-
ferent erasure tasks.

Ci, the formula can be simplified to:

zt−1 = C1zt − C2ϵθ⋆(zt, t)

+ C3∇zt log p(cinput|zt)− C4∇zt log p(c|zt)
(A.6)

Here, C1,C2,C3 and C4 are all positive constants. From
Eqn. A.6,it can be seen that after unconditional erasure
guidance (UEG) alignment training, the guidance in the de-
noising process will decrease the probability of the appear-
ance of the target concept c in the image.



Figure A. Prompt used to get prior concept.

B. Implementation Details
B.1. Training Configuration
In our implementation, the rank for LoRA is set to 4, and
the learning rate is 0.001. For generating the training con-
cept images, we use the original SD model with the DDIM
sampler, where the CFG scale for zt is 3 and the DDIM
sampling step is set to 30. During training, both ηu and ηc
are set to 3, and the training batch size is set to 1. The prior
concept sampling batch size is set to 2. For IP character and
artist erasure, γp is calculated on the 15 images generated
by SD3 containing the target concept. For nudity erasure,
γp is set to 1. Table A lists the training hyperparameters
for different erasure tasks. Table B∼D report the concepts
and text prompts used to calculate LCons and LPUnc. We em-
ployed a self-refinement strategy to obtain these concepts,
and the prompt used is shown in Fig. A. When training the
competing erasure methods, we employ their the official im-
plementation codes, and the erasure settings for characters
and objects are kept consistent.

B.2. Evaluation Configuration
For generation evaluation, we use 3 templates to generate
IP characters, i.e.,
• “{IP name} {editing word} sits on the chair”
• “{IP name} {editing word} stand on the grassland”
• “Full body shot of {IP name} {editing word}”

The {IP name} will be replaced with the erased concept
name, while the {editing word} is randomly sampled from
11 editing words (i.e., sunglasses, hat, cap, kerchief, head-
set, surgical mask, red clothes, earrings, tiara, necklace,
and holding a book). When generating original images us-
ing SD3, we only input the IP characters into the template,
without adding editing words. For artist style image gener-
ation, we use 5 templates:
• “Image in the style of {artist name}”
• “Art inspired by {artist name}”
• “Painting in the style of {artist name}”
• “A reproduction of art by {artist name}”
• “A famous artwork by {artist name}”
For each template, we generate 25 images.

For editing evaluation, we set the reverse CFG scale to
1.5, the editing CFG scale to 10, and the inference steps to
30. We keep the other editing settings consistent with the
recommended settings. The editing texts used for editing
with LEDITS++ are the same as those used for generation.
The editing words used for MasaCtrl are: running, hands
in hands, jumping, standing, sitting, raising hangs, laying,
with open arms, walking, stooping. The edited words in
MasaCtrl are combined with the IP characters’ concepts in
the templates used for generation, forming the final edit-
ing text. In adversarial settings, we adopt the recommended
settings for each method for adversarial attacks. When gen-
erating original images edited for nudity, the text for gen-
erating a man is “Full body shot of man.”, and the text for
generating a woman is “Full body shot of woman wearing
skirt.”. The nude editing words contain special symbols as
shown in Fig B and Fig C.

C. More Evaluation Results

C.1. Analysis of Prior Concept
In all experiments, we utilized 30 prior concepts, and found
incorporating more concepts yielded only minor improve-
ments (see Table E Ours w/ 50 prior concepts). We further
compare the prior concepts obtained by our method with
those from SPM [7] that are selected by CLIP text similar-
ity. From Table E, training with our prior concepts outper-
forms “Ours w/ SPM prior concepts”, demonstrating that
our obtained concepts are more effective for prior preserva-
tion.

C.2. FID Evaluation
To further evaluate the performance of our method in gener-
ating capabilities after erasing the target concept, we calcu-
lated the Fréchet Inception Distance (FID) [4] between the
images generated by the model after erasing the IP charac-
ter and natural images. After erasing the target concept, we
used the model to generate images based on 1000 captions
from the COCO dataset [5], with one image generated per



Prior Character IDs

1 Mickey Mouse 2 Kung Fu Panda 3 SpongeBob SquarePants 4 Tom and Jerry
5 Donald Duck 6 Pikachu 7 Dora the Explorer 8 Winnie the Pooh
9 Snoopy 10 Elsa (Frozen) 11 Buzz Lightyear 12 Batman
13 Twilight Sparkle 14 Spider-Man 15 Monkey D. Luffy 16 Super Mario
17 Sonic the Hedgehog 18 Superman 19 Scooby-Doo 20 Garfield
21 Mulan 22 Lightning McQueen 23 Rapunzel 24 Optimus Prime
25 Hello Kitty 26 Bart Simpson 27 Bugs Bunny 28 Peter Griffin
29 Barbie 30 Judy Hopps

Table B. The 30 prior concepts used for erasing IP characters.

Prior Style IDs

1 Leonardo da Vinci 2 Pablo Picasso 3 Michelangelo 4 Rembrandt
5 Salvador Dali 6 Claude Monet 7 Andy Warhol 8 Jackson Pollock
9 Frida Kahlo 10 Georgia O’Keeffe 11 Wassily Kandinsky 12 Edvard Munch
13 Henri Matisse 14 Gustav Klimt 15 Paul Cezanne 16 Pierre-Auguste Renoir
17 Marc Chagall 18 Joan Miro 19 Roy Lichtenstein 20 Edward Hopper
21 Mark Rothko 22 Paul Gauguin 23 Jean-Michel Basquiat 24 Van Gogh
25 Keith Haring 26 Andrei Rublev 27 Hieronymus Bosch 28 Qiu Ying
29 Mary Cassatt 30 Angelica Kauffman

Table C. The 30 prior concepts used for erasing artist style.

Prompt Prompt

A {} in winter clothes A {} in autumn clothes
A {} in a padded jacket A {} in thick clothes

A {} wrapped in thick clothing A {} wearing clothes
A {} wearing coat A {} wearing Jacket

A {} wearing Jeans

Table D. The templates used for explicit prior concepts. The {}
will be replaced by one word randomly sampled from “person”,
“child”, “man”, “woman”

Erase Concept Relate Concept Overall
CLIPe ↓ LPIPSe ↑ CLIPp ↑ LPIPSp ↓ CLIPd ↑ LPIPSd ↑

SD v1.4 0.301 0 0.301 0 0 0
ESD [2] 0.227 0.331 0.276 0.255 0.049 0.076

Ours w/ SPM [7] prior concepts 0.197 0.368 0.29 0.158 0.093 0.21
Ours w/ 50 prior concepts 0.171 0.402 0.293 0.198 0.122 0.204

Ours 0.175 0.397 0.295 0.196 0.12 0.201

Table E. Quantitative evaluation of IP erasure under generation.

caption. The final result is the average of the FID values and
CLIP Score of 10 erased models. From the Table F, it can
be seen that our method has a relatively small impact on the
model generation capability after erasing the IP role.

C.3. MasaCtrl Editing Evaluation

Table G provides a further comparison of editing results
using MasaCtrl [1]. We adopted the same settings as
those used for evaluating LEDITS++, with different editing
prompts (e.g., Full body shot of Mickey Mouse running).
From the table, we can see that although some erasure

Figure B. Explicit edit prompts for man.

methods exhibit erasure effects under MasaCtrl editing, our
erasure method performs the best among all erasure meth-
ods. Fig. D illustrates the visual comparisons, and our ACE
method successfully erases the concept of Mickey Mouse
without affecting the editing of the concepts of Snoopy and



Figure C. Explicit edit prompts for woman.

SD v1.4 [8] ESD [2] SPM [7] AdvUnlearn [9] MACE [6] RECE [3] Ours

FID ↓ 62.00 63.42 61.77 64.18 61.73 62.19 62.13
CLIP ↑ 0.3119 0.3048 0.3110 0.2936 0.3115 0.3072 0.3112

Table F. Quantitative comparisons on generating safe con-
tent. The metrics are calculated based on 1000 captions from the
COCO dataset. The best two results are highlighted with bold and
underline.

Erase Concept Prior Concept Overall
CLIPe ↓ LPIPSe ↑ CLIPp ↑ LPIPSp ↓ CLIPd ↑ LPIPSd ↑

Original 0.312 0.000 0.312 0.000 0.000 0.000
SD v1.4 [8] 0.312 0.152 0.312 0.152 0.000 0.000

ESD [2] 0.293 0.179 0.307 0.157 0.015 0.022
SPM [7] 0.293 0.192 0.311 0.154 0.018 0.038

AdvUnlearn [9] 0.245 0.246 0.303 0.148 0.058 0.099
MACE [6] 0.297 0.184 0.312 0.151 0.014 0.033
RECE [3] 0.238 0.266 0.302 0.167 0.065 0.100

Ours 0.196 0.362 0.311 0.172 0.114 0.191

Table G. Quantitative Evaluation of IP character edit filtration.
The best results are highlighted in bold, while the second-best is
underlined. ”Original” represents the original unedited image. An
upward arrow indicates that a higher value is preferable for the
metric, while a downward arrow suggests that a lower value is
preferable. It can be observed that our method shows a significant
improvement compared to other methods.

Elsa.

C.4. Explicit Editing Evaluation
In evaluating defense mechanisms against nudity editing,
we utilized SD-inpainting to assess the exposure levels of
images after different text edits. We edited 200 images gen-
erated by SD3 with 20 different texts and used NudeNet to
detect the level of exposure in the images. In the set of 200

Man↓ Woman↓ Overall↓
Original 8 52 30

SD 51.75 110.60 81.18
SPM 25 86 55.5

AdvUnlearn 11.85 63.15 37.5
Ours 12.80 66.85 39.83

Table H. Average number of nudity detections for every 100
images. The best results are highlighted in bold.

images, there are equal numbers of images of males and
females. Among the 20 edited texts, some contain direct
references to nudity, such as ”naked body”, while others in-
clude texts with explicit semantics like ”bikini”, and also
incorporate adversarial texts provided by MMA-diffusion.
Since nudity editing requires transferring the training re-
sults from SD 1.4 to the editing model, only methods capa-
ble of transfer in the comparison models were tested here,
i.e., our method, SPM, and AdvUnlearn. From Table H,
it can be seen that the average number of exposed images
detected by our method is close to that of AdvUnlearn,
achieving the second-best result. This demonstrates that our
method provides effective protection against nudity editing.

C.5. More Ablation Results
Fig. E illustrates the visual comparisons among different
variants. As shown in the figure, LUnc significantly im-
proves the erasure effects. Incorporating LCons further im-
proves the erasure effect, but also intensifies concept ero-
sion. Finally, with the addition of LPUnc, ACE effec-
tively prevents the production of the target concept during
both generation and editing, while maintaining good prior
preservation.

D. Additional Qualitative Results
Fig. F ∼ M illustrates additional qualitative comparisons.
As depicted in these figures, our ACE method effectively
erases the target concept while preserving the ability to gen-
erate related prior concepts. Moreover, our approach suc-
cessfully prevents the editing of images containing erased
concepts, while maintaining the editability of non-target
concepts, thereby demonstrating its effectiveness.
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Figure F. More generation results on IP character erasure.

Sijia Liu. Defensive unlearning with adversarial training for
robust concept erasure in diffusion models. arXiv preprint
arXiv:2405.15234, 2024. 4



Pikachu

SD v1.4 Ours ESD AdvUnlearnSPM MACE RECE

Dora

Donald 
Duck

Mickey 
Mouse

Snoopy

SpongeBob
SquarePants

SD v1.4 Ours ESD AdvUnlearnSPM MACE RECE

Snoopy

Hello 
Kitty

Mickey 
Mouse

Pikachu

Sonic

SpongeBob
SquarePants

SD v1.4 Ours ESD AdvUnlearnSPM MACE RECE

Sonic

SpongeBob
SquarePants

Winnie

Snoopy

Hello 
Kitty

Elsa

SD v1.4 Ours ESD AdvUnlearnSPM MACE RECE

Winnie

Sonic

Mickey 
Mouse

Elsa

Dora

Donald 
Duck

(a)  Erase Pikachu (b) Erase Snoopy

(c) Erase Sonic (d) Erase Winnie
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Figure I. More editing results on IP character erasure.



(a)  Erase Elsa

(b)  Erase Hello Kitty
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Figure J. More editing results on IP character erasure.



(a)  Erase Dora
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Figure K. More editing results on IP character erasure.
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Figure L. More generation results on artist style erasure.
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Figure M. More generation results on artist style erasure.
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