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Table 6. The prompts used in the experiment for Fig. 7 and Fig. 8.
The face in the bottom right is the target of 5 original faces.

”A man, in a chef outfit” ”A woman, in the city”

”A woman, in a firefighter outfit” ”A woman, in the city”

”A woman, in the park” Target

prompt = ”cinematic photo,” + prompt + ”bokeh, 4k”
negative prompt = ”monochrome, lower, bad anatomy,

worst quality, low quality, blurry”

6. Additional Algorithm Showcase

Based on whether or not the augmented text is used, the
generation process of Adv-CPG is divided into two stages:
1) Progressive Facial Privacy Protection Stage: In this
stage, unenhanced raw text prompt is utilized for initial con-
text introduction. Since the fine-grained facial description
is not used, the designed facial privacy protection modules
(ID encryptor and encryption enhancer) play an important
role in progressive protection, and meanwhile the original
textual prompt enables effective background generation. 2)
Fine-Grained Customized Portrait Generation Stage: In
this phase, fine-grained face generation is achieved by uti-
lizing detailed facial features and integrating other modules.
This accomplishes not only a balance of visual semantics
between the human body and the background, but also a
balance between facial privacy protection and portrait gen-
eration. The overall framework of the proposed Adv-CPG
to perform facial privacy protection and customized portrait
generation is shown in Fig. 2, and the algorithm of the gen-
eration process is summarized in Alg. 1.

7. Additional Ablation Study

The impact of T2 to Adv-CPG without protection. In
Figure 7, we provide visualization results to evaluate the
impact of the Stage II start time T2 on portrait generation

Algorithm 1 Generation Process of the proposed Adv-CPG

Input: An original facial image, Io; A target facial image,
It; An original text prompt, Po; An augmented text
prompt, P; The pre-trained CLIP image (text) encoder,
I (T ); The denoising time T ; Stage II start time T2;

Output: A generated adversarial example Iadv;
1: Generating the visual semantic feature by Ci = I(Io);
2: Exactoring the powerful target ID feature Cid by Eq. 5;
3: Generating the original text feature by Co

t = T (Po);
4: Generating the augmented text feature by Ct = T (P);
5: A denoising step is denoted as zt−1 = DM(zt, t, ...);
6: for t = T , T − 1 ,..., 1 do
7: if t > T2 then
8: zt−1 = DM(zt, t,Cid,Ci,C

o
t );

9: else
10: zt−1 = DM(zt, t,Cid,Ci,Ct);
11: end if
12: z̃0 = 1√

at
(zt−1 −

√
1− atϵθ(zt−1, t));

13: gt = λs∇z̃0
F (D(z̃0), It);

14: ẑt−1 := zt−1 + σtgt;
15: end for
16: return z0;

(Adv-CPG W/O Protection). The term ‘Stage II step’ de-
notes the first time step in which the augmented text prompt
is utilized. No protection means the ID encryptor and en-
cryption enhancer are removed. In general, the influence of
fine-grained facial features diminishes as the ‘Stage II step’
increases. As shown in Figure 7, if the ‘Stage II step’ is
set to 0, it indicates that fine-grained facial features dom-
inate the generation process, which may result in the loss
of semantic information from the text prompt. Conversely,
if the ‘Stage II step’ is set to 50, the guiding effect of the
textual prompt is maximized, but there may be a lack of
adherence to the semantic information of the facial descrip-
tion. In summary, the earlier the stage II begins, the better
the balance of fine-grained faces and backgrounds.

The impact of T2 to Adv-CPG. In Figure 8, the visual-
ization results for evaluating the effect of Stage II start time
T2 on Adv-CPG are provided. The two protection modules
work and function in both the I and II stages. In the experi-
ment, we set T2 to 30. In the stage I, as enhanced text is not
used, facial privacy preservation and background introduc-
tion perform vital roles. In the stage II, all modules operate
to facilitate the balance between facial privacy protection
and fine-grained portrait generation.



Table 7. ASR (% ↑) of the six FR Models on LADN / FaceScrub.

Method IR152 IRSE50 FaceNet MF MF1 TF

Clean 3.61 / 2.92 2.71 / 3.11 0.60 / 0.76 5.11 / 4.38 1.94 / 1.83 0.63 / 0.71

Adv-Makeup 10.03 / 15.54 29.64 / 42.64 0.97 / 18.62 22.38 / 26.53 20.78 / 21.95 19.73 / 26.49
FaceShifter[65] 49.12 / 55.13 80.41 / 83.57 52.13 / 46.62 72.43 / 50.71 45.85 / 48.92 45.01 / 48.72

Clip2Protect 53.31 / 57.32 91.57 / 91.89 47.91 / 52.46 77.94 / 79.67 67.82 / 66.17 47.85 / 56.15
Blendface[66] 63.04 / 62.73 89.64 / 76.96 52.48 / 56.04 75.16 / 64.19 59.05 / 57.14 52.78 / 51.46

DiffAM 69.48 / 72.36 90.26 / 91.25 68.16 / 73.44 72.68 / 75.23 88.33 / 85.46 57.82 / 61.35

Adv-CPG 70.56 / 73.14 91.46 / 93.18 70.42 / 74.57 79.54 / 81.32 87.38 / 89.65 60.17 / 62.95

Table 8. ASR of diverse backbones on FFHQ / CeleA-HQ.

Backbone IR152 IRSE50 FaceNet MF MF1 TF

SD1.5 72.15 / 72.89 87.92 / 86.93 61.26 / 61.03 88.72 / 85.39 89.17 / 88.32 58.64 / 58.23
SD2.1 74.03 / 76.25 89.06 / 88.59 62.94 / 62.71 89.77 / 86.05 89.57 / 88.69 60.08 / 59.97
SDXL 75.26 / 76.96 91.03 / 88.72 63.84 / 63.50 89.94 / 87.95 90.06 / 89.23 63.47 / 60.94

In addition, the textual prompts used for the above two
experiments are shown in Table 6. Among them, the last
line is a generic prompt applied to each facial image, and
the face in the bottom right is the target image.

Generalization of Adv-CPG. Adv-CPG has favorable
generalization, which can be naturally extended to deverse
T2I models. When replacing the T2I backbone, the only op-
eration needed is to train the ID projector (in ID encryptor).
As shown in Tab. 8, using SDXL as the T2I model is supe-
rior to using SD1.5 and SD2.1. In addition, SDXL is chosen
for its consistency with classical portrait generation and its
two-stage optimization for higher fidelity. Future work will
extend Adv-CPG to models like SD3 and FLUX.

8. Additional Experiments

More Datasets and More FR models. In Tab. 7, we
present attack results on the added datasets LADN [62] and
FaceScrub [61] for more FR models (MF1 [63], TF [64]).
Adv-CPG achieves optimal or suboptimal results on the
protective effects of the six FR systems. Moreover, Adv-
CPG exhibits solid robustness due to the sufficient diversity
of FR systems. As shown in Tab. 9, we cover closed-source
FR systems (Face++ and Aliyun in Fig. 4), Transformer-
based models, and FR models used by dominant methods.

Table 9. Comparison of diverse FR Models used by Adv-CPG.

Classify Face++ Aliyun IR152 IRSE50 FaceNet MF MF1 TF

Open-source
Transformer-based

DiffAM/Adv-Diffusion Used

Comparison with face-swapping tasks. In Tab. 7, [65]
and [66] can be used for image protection after the original
and target images are exchanged. But their results are far
less effective than Adv-CPG, which proves the effectiveness
of our pipeline. Symbol bugs and figure optimizations will
be updated in the final version.
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Figure 7. visualized results of Adv-CPG (W/O Protection) under different Stage II start time T2. The term ’W/O Protection’ indicates the
ID encryptor and the encryptor enhancer are removed. The term ‘Stage II step’ denotes the first time step in which the augmented text
prompt is utilized.
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Figure 8. visualized results under different Stage II start time T2. The term ‘Stage II step’ denotes the first time step in which the augmented
text prompt is utilized.


