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In the supplementary material, we begin by elaborating
on the implementation details of the filter and the model
used in HumanDreamer, then provide a detailed descrip-
tion of our proposed MotionVid dataset, and finally present
further quantitive comparison results.

1. Implementation Details

In this section, we detail the specific calculation methods
and filtering criteria employed in the Video Quality Filter
and Human Quality Filter within our work. Subsequently,
we provide an in-depth elaboration on the implementation
of PoseVAE, the pipeline of Pose-to-Video, and the compo-
sitional specifics of the MotionVid dataset.

1.1. Details in Video Quality Filter

Below, we introduce the specific calculation methods and
corresponding thresholds for the four filtering criteria used
in the Video Quality Filter.

Movement Intensity. To assess the dynamic nature of the
videos, we utilize the GMFlow method [26] for estimating
optical flow. The purpose is to filter out videos with insuffi-
cient movement, which may not be engaging or informative.
The movement intensity is defined as follows:

T-1
1
SMove = T_1 § HM(It7It+1)”an7 (l)
t=1

where T is the total number of frames, {I;}7_, denotes the
sequence of input images over time, M (-, -) represents the
model-based optical flow prediction function, and |[-[|,,, in-
dicates the average magnitude of the optical flow across all
pixels. The movement intensity is computed as the aver-
age of the optical flow magnitudes over consecutive frames,
providing a quantitative measure of the motion within the

video. Videos satisfied Syove < 0.5 are discarded to ensure

that the dataset consists of content with sufficient dynamic
activity.

Text Coverage. To ensure the quality and readability of
video content, we adopt the methodology outlined in [1] for
detecting text regions within frames. Following this detec-
tion, we calculate the area of each text bounding box, de-
noted as Sy, and compare it against the total area of the
frame, represented as Sirame. Videos are excluded from fur-
ther processing if the condition Sex; > 0.07 X Sgrame 1S met.
Aesthetic Score. To evaluate the aesthetic quality of the
videos, we employ LAION-AT’s aesthetic predictor [19] to
compute aesthetic scores. Videos with an aesthetic score
Saes that does not satisfy Saes > 4 are eliminated from the
dataset.

Blur Intensity. To evaluate the sharpness of the videos, we
apply the Laplacian operator [2] to measure the blur inten-
sity. The objective is to discard videos that exhibit excessive
blurring, as such videos can detract from the visual quality
and clarity. The blur intensity is defined as:
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where Gray(-) denotes the conversion of an RGB image
to a grayscale image, £(-) represents the computation of
the Laplacian transform, and Var(-) indicates the calcu-
lation of the variance. The blur intensity Spp,, is com-
puted as the average variance of the Laplacian-transformed
grayscale images across all frames. Videos with a blur in-
tensity Sppr < 20 are discarded to ensure that the dataset
contains only high-quality, clear visuals.

1.2. Details in Human Quality Filter.

Below, we introduce the specific calculation methods and
corresponding thresholds for the four filtering criteria used
in the Human Quality Filter.



Motion Magnitude. To filter out sequences with insuffi-
cient motion, we calculate the difference between the 2D
poses of two consecutive frames. Specifically, we compute
the average difference in body keypoints between adjacent
frames. The motion magnitude is defined as:
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where N is the number of body keypoints, and k! represents
the position of the i-th keypoint in the ¢-th frame. Videos
satisfied Magme < 1072 are discarded to ensure that the
dataset contains sequences with sufficient dynamic move-
ment.

Human Coverage. To ensure that videos contain a signif-
icant presence of human subjects, we compute the ratio of
the human detection bounding box area to the entire frame
area, similar to the method used for text coverage. Videos
with a human coverage ratio less than 1/3 are removed from
the dataset.

Human Count. To ensure that the videos focus on individ-
ual human subjects, we uniformly sample 5 frames from
each video and count the number of detected humans in
each frame. Videos are discarded if the number of humans
detected in any of the sampled frames exceeds 1.

Face Visibility. To ensure face visibility for training pur-
poses, we uniformly sample 5 frames from each video. For
each frame, we check the presence of 5 facial keypoints
(eyes, ears, nose). If all 5 keypoints are detected in a frame,
the face is considered visible. Videos are discarded if the
face is not visible in any of the 5 sampled frames.

1.3. Details in CLoP.

CLoP consists of two versions: one trained on a subset to
filter large-scale data in Caption Quality Filter, and another
retrained on the fully filtered dataset for training and eval-
uating MotionDiT, similar to [6, 21, 28]. CLoP is not used
during MotionDiT inference.

1.4. Details in PoseVAE.

The pose sequence p € Rf*N >3 consisting of coordinates

and confidence scores, is input into a Variational Autoen-
coder (VAE) for reconstruction. The encoder of the VAE
extracts spatial features through three layers of ResNet1D
blocks and downsampling operations, which reduce spatial
dimensions. This process yields a latent distribution param-
eterized by the mean p and variance o2. Using the repa-
rameterization trick, a latent representation z € R/ N/84
is sampled from this distribution. Here, N/8 reflects three
rounds of downsampling, each reducing the resolution by a
factor of 2, while 4 denotes the number of channels in the

latent space.

The decoder reconstructs the input sequence using three
layers of ResNetID[31] blocks that capture spatiotempo-
ral features, combined with upsampling operations. This
reconstruction process outputs p, € R/*N*3_ The over-
all architecture draws inspiration from the VAE framework
proposed by [3].

The VAE loss function, Lyag, consists of a reconstruc-
tion loss Lr and a KL divergence term Ly, formulated as
follows:

Lvag = Lr + BLky, “4)

where 8 = 10~7. The reconstruction loss is defined as

Lg = |p — -3, (5)
and the KL divergence loss is expressed as
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where k is the dimensionality of the latent space, ; and o2
denote the mean and variance of the latent variables’ distri-
bution, respectively. The KL divergence measures the dif-
ference between this distribution and a standard normal dis-
tribution NV (0, 1), which serves as the prior. The specific
architecture of the PoseVAE is illustrated in Fig. 1.
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Figure 1. Structure of Pose VAE.

1.5. Details in Pose-to-Video.

Figure 2. Pipeline of Pose-to-Video.

The structure of the Pose-to-Video model is shown in
Fig. 2. The architecture is inspired by the work in [11] and
utilizes the backbone from [27], which consists of stacked
spatial and temporal attention layers. Textual inputs are



processed through CLIP[18] to obtain text features, while
reference poses are provided in image form to guide the
generation process. The initial frame of the person can be
generated from a prompt or manually specified. In our ap-
proach, we utilize SD1.5 [20] combined with ControlNet
[29]. More advanced text-to-image models could poten-
tially enhance alignment further. The VAE is used to en-
code the input conditions into a latent representation, which
is then integrated into the model via cross-attention mecha-
nisms inspired by [29].

This design ensures that the generated videos are coher-
ent and aligned with both the pose and textual inputs, lever-
aging advanced attention mechanisms to capture spatial and
temporal dependencies effectively.

1.6. Details in Evaluation Metrics.

FID. In evaluating the overall quality of generated samples,
the Fréchet Inception Distance (FID) [10]is widely used. It
measures the similarity between the feature distributions of
real and generated data. Specifically, p14¢ and fipreq repre-
sent the means of the feature vectors for the ground truth
and predicted data, respectively, 3 denotes the covariance
matrix, and 7'r(-) stands for the trace of a matrix. Then,
FID is calculated as follows:
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R-precision. R-precision is a metric used to evaluate the ac-
curacy of matching between text descriptions and generated
motions. It calculates the proportion of relevant items (mo-
tions) retrieved in the top-k results relative to the total num-
ber of relevant items. Specifically, it measures how many of
the top-k motions correctly match their corresponding texts.
Diversity. Diversity assesses the variation in motion se-
quences throughout the dataset. In our experiments, we ran-
domly sample Sgis pairs of motions, setting Sgis to 300 in
our experiments. Each pair’s feature vectors are denoted as
forea,i @nd f.q ;- Diversity is then calculated by:

Sdis
L 1
Diversity = g Z ||fpred,i - fg/)red,i|
'S i=1

®)

MultiModality. MM assesses the diversity of human mo-
tions generated based on the same text description. More
precisely, for the ¢-th text description, 32 motion samples
are generated, and a total of 100 text descriptions are used.
The features of each motion sample are extracted using
CLoP. The feature vectors of the j-th pair derived from the
i-th text description are represented as (fyredi,js fored.i.;)-
The definition of MM is given as follows:
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MultiModality Distance. MM Dist measures the feature-
level distance between the text embedding and the gener-
ated motion feature. The features of the i-th text-motion
pair are fpreq,; and fieqrs. Then, MM-Dist is defined as
follow:

N
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2. Dataset Details

MotionVid comprises 1.27M text-pose-video pairs, with
66.5% originating from public datasets and 33.5% sourced
from the internet, as detailed in Tab. 1. This diverse compo-
sition reflects a wide variety of styles, encompassing gen-
eral, action-specific, and domain-focused clips (e.g., facial
and hand actions). Notably, datasets like Panda-70M[5] and
Kinetics-700[4] contribute significantly to the collection,
ensuring robust coverage of both general and specialized
motion types. Such diversity enhances the dataset’s utility
for training models capable of handling heterogeneous real-
world scenarios. Additionally, the inclusion of curated in-
ternet data complements the public datasets, providing more
nuanced and potentially underrepresented motion patterns.

The evaluation dataset, extracted from MotionVid with
1000 samples, shows verb frequency in Fig.3 after remov-
ing common verbs, indicating diverse actions. Compar-
isons in Tab.2 show our R-precision is comparable to Hu-
manML3D, ensuring a reasonable distribution, while Di-
versity is higher, reflecting a broader range of actions and
poses. The evaluation dataset’s distribution mirrors the
whole dataset, which includes hundreds of action types
from sources like ActivityNet200, Kinetics700, and inter-
net data, enhancing diversity.

3. Experiment Results

Additional visualizations are presented to demonstrate the
advancements in Text-to-Pose and Pose-to-Video, showcas-
ing the improvements in the quality of generated videos.

3.1. Comparison of Text-to-Pose

We further used the poses generated by different Zext-
to-Pose methods to synthesize videos, comparing the
quality of the resulting human-centric videos. The re-
sults of this comparison can be found in the folder sup-
plement/video_in_supplement/compare_text_to_pose, specif-
ically in the files Demol .mp4 and Demo?2 . mp4.
Specifically, we employed four different models—T2M-
GPT[28], PriorMDM[21], MLD[6], and MotionDiT—to
generate pose sequences from textual input. Subsequently,
these generated poses were utilized to produce video out-
puts. The results indicate that our proposed method is ca-
pable of generating more stable and semantically coherent



Table 1. The table presents the specific composition of MotionVid, including the sources from which it was collected, the names of the
datasets, the number of clips after video quality filter (VQF), the number of clips after human quality filter (HQF) and caption filter
(CF), and the data types. It shows that MotionVid includes a diverse range of data categories, including general, action, and actions specific
to different body parts, indicating a high degree of diversity.

Source Dataset After VQF After HQF+CF Data Type
Public Panda-70M[5](partial) 2,139,180 704,210 General
Public Kinetics-700[4] 562,734 68,316 Action
Public Kinetics-400[13] 298,337 30,855 Action
Public Motion-X[17] 30,554 15,494 Action
Public ActivityNet-200[8] 91,220 7,955 Action
Public DFEW[12] 15,410 6,487 Facial Action
Public CAER[15] 12,932 2,912 Facial Action
Public UBody[16] 5,981 2,796 Action
Public HAAS500[7] 8,747 2,133 Action
Public HMDBS51[14] 4,678 1,604 Action
Public Something-Something V2[9] 177,055 877 Hand Action
Public Charades[22] 10,447 822 Action
Public Charades-Ego[23] 8,845 478 Action
Internet - 1,686,614 425,382 General
Total - 5,052,734 1,270,321 -

talk walk Table 3. Evaluation of Pose-to-Video.
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Figure 3. Distribution of verbs in MotionVid’s eval set.

Table 2. Statistics of MotionVid’s eval set and HumanML3D.

eration results using our proposed method, as well as
AnimateAnyone[ | 1] and MusePose[25]. The visualization
results of this comparison can be found in the folder supple-
ment/video_in_supplement/compare_pose _to_video, specifi-
cally in the files Demol .mp4, Demo2 .mp4, etc. The re-
sults show that our proposed model achieves the best vi-
sual outcomes in video generation. We provide quantita-
tive comparisons of our Pose-to-Video with [11, 24, 30] un-
der their experimental settings, with results summarized in
Tab. 3. Our Pose-to-Video demonstrates strong performance

Dataset Rp-topl Rp-top2 1 Rp-top3 1 Diversit . . . .
atase p-topl T Rp-top2 T Rp-top3 T Diversity T in consistency and visual quality.

HumanML3D 0.424 0.649 0.779 11.08

MotionVid 0.450 0.639 0.744 70.11

poses, which are essential for the creation of high-quality
human-centric videos.

3.2. Comparsion of Pose-to-Video

We used the same reference image and pose sequences,
but changed the models in the Pose-to-Video genera-

3.3. Comparsion of Text-to-Video

Compared to CogVideoX, HumanDreamer excels in Sen-
sory Quality and Instruction Following (CogVideoX’s met-
rics), as confirmed by the user study on the MotionVid
evaluation set (Tab. 4). Additionally, the Diversity calcu-
lated from poses extracted from generated videos, shows
our method outperforms CogVideoX.



Table 4. Evaluation between HumanDreamer and CogVideoX-5B.

Method Sensory Quality T Instruction Following T  Diversity 1

CogVideoX-5B 0.531 0.688 25.285

HumanDreamer 0.938 0.813 68.220
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