Is Your World Simulator a Good Story Presenter?
A Consecutive Events-Based Benchmark for Future Long Video Generation

Supplementary Material

1. Related Works
1.1. Text-to-Video Generative Models

Recent advancements in vision generation have been largely
dominated by diffusion models [4, 14, 22, 29, 37, 39, 41].
The open-source release of Stable Diffusion [24] has cat-
alyzed extensive research and development in this field,
while closed-source models have achieved commercial-
grade quality [7, 12, 23, 25]. In parallel, another promising
research direction involves training autoregressive models
for video generation, where models are trained to sequen-
tially predict tokens for video generation [1, 5, 11, 13, 19,
31-34, 38]. Despite these advancements, challenges remain
in the long-term event continuity and logical narrative pro-
gression. Some contemporaneous work [36] suggests cer-
tain method to alleviate this significant problem, but there
is still no standard way to quantify models’ capacity in
story presentation, and our creative-style prompts can still
be challenging for them. Our benchmark provides a testbed
for these lines of research by emphasizing the generation of
coherent, long videos grounded in consecutive events.

1.2. Video Generation Metrics and Benchmarks

The rapid advancements in text-to-video (T2V) generation
have driven the development of various benchmarks to eval-
uate the performance of generative models across diverse
dimensions [6, 9, 10, 17, 18, 20, 40]. Traditional metrics
like FVD [28] and IS [26] have been widely used to assess
frame quality and text-frame alignment but fall short in cap-
turing critical aspects such as subject consistency, temporal
coherence, and physical commonsense correctness, partic-
ularly for novel or dynamic scenes [2]. Recently, bench-
marks like VBench [9] and EvalCrafter [ 17] have expanded
the evaluation scope, incorporating advanced metrics for
dynamic attributes and human ratings. Specialized bench-
marks such as T2V-CompBench [27] and DEVIL [16], Phy-
GenBench [21] address compositional and dynamic charac-
teristics and physical realism. However, previous methods
largely focus on evaluating detailed dynamics within short
videos, failing to address the broader challenge of generat-
ing coherent, story-driven long videos. To bridge this gap,
our method introduces a holistic evaluation framework that
emphasizes narrative completion and the accurate depiction
of sequential events, providing a robust benchmark for as-
sessing long video generative models. We note that there
are also some story-related video generation works [3, 8].
However, they focus more on enhancing control over the
generation process or improving story visualization, which
differs from our approach.

2. Supplementary Part of StoryEval
2.1. More Details about Prompt Suite

Retrieval-Based Prompts. Here we claim that the
retrieval-based prompts (“Retrieval” class) we select are de-
signed to match the general condition as illustrated in main
paper. The lengths of videos retrieved from real-world are
always hard to control, but the major part of the retrieval-
based videos we select cover 5 to 20 second length, and
for the videos with longer time span (about 1 minute), their
events are also simple and direct enough to be completed in
10 seconds. Some of the retrieved videos are slow shots that
can be accelerated.

Examples that GPT-4o rejects to answer. We note that
for some prompts, GPT-40 always reject due to the security
concern about “self-harm”, “violence”, and “sexual” issues
in the generated videos, and we filter the prompts that may
induce evaluation models to obtain unsafe videos. Never-
theless, we claim that the prompts themselves are manu-
ally checked and safe, and for all the prompts before post-
processing filtration, there are always some closed-source
models be able to generate safe videos. We think the rea-
son for the security concerns may be that for most of the
open-source model, their generated videos are still not that
smooth and accurate, sometimes resulting unclear items and
actions, and there may be misaligned movements that con-
sidered unsafe by GPT-40. Examples of some prompts that
are filtered because of this are shown in Figure 1. (Con-
tent Warning: the videos in Figure 1 are judged by GPT-40
to be potentially uncomfortable (associated with self-harm,
violence, or sexual content, although human may disagree
with that), please watch with caution.)

Note that as illustrated in post-processing filtration part
in the main paper, we just filter the prompts which let at
least two models (except ModelScope) fail to get the com-
pletion rates, there still exist some prompts which let the
models fail to generate videos or make GPT-40 rejects to
answer. In this case, we just let the completion rates on
these cases to be zero and calculate the Non-Response Rate
for each model, which evaluates how probable it is that
the video model will fail to get a result for GPT-40 out of
423 prompts. The full experimental results containing Non-
Response Rate are in Table 3.

2.2. More Details about Evaluation Process

Discussion of VLM verifiers. In this paper, we choose
LLaVA-OV-Chat-72B rather than its lightweight version
LLaVA-OV-Chat-7B, to evaluate the video generative mod-
els. The reason is that facing the videos generated by open-



Benchmark Type Evaluate Closed Prompt Style Evaluation
Source Models Retrieval Creative Longer Videos  Story Evaluation

FETV [18] General X X X
EvalCrafter [17] General X X
T2VBench [10] Temporal Dynamics X X X X
TC-Bench [6] Temporal Composition X X X
Chronomagic [40] Time-Lapse X X
T2V-Comp [27] General Composition X X
VBench [9] General X X

StoryEval (Ours) Consecutive Events

Table 1. Comparisons to existing T2V benchmarks. No previous works consider story evaluation. “Longer Videos” means the bench-

mark evaluate some videos with at least 5-seconds length.

source models, which may be noisier than the real-world
videos or those generated by closed-source models, a larger
72B model performs much better than the 7B model, even if
they always have similar results on the high quality videos.
We can view the low-quality generated videos as harder vi-
sual understanding task, so the robustness of VLM verifiers
is critical for all the VLM-based video generation bench-
marks [9, 17, 20, 27]. Therefore, we choose the strongest
model as verifier to ensure the accuracy of our StoryEval
benchmark.

Query Prompts. In our StoryEval benchmark, we use two-
step querying to obtain the completion rates. Here we use
blue words to denote the places that differ for each prompt
and video, and red to show the processed key frames that are
sent to VLM verifier together with the second query texts.

Step1: Describe the video clips

Please describe the given key frames in the video in detail,
in temporal order. The video may be generated by some
video generative model rather than sampling from the real
world, so it may be vague or not clear. You can point out if
you don’t see the video clearly.

Step2: Get completion rates

This is the description of the video you generated before,
please refer to it to complete the following tasks.

{ The key frames from the video depict a sequence involv-
ing a bear near a waterfall, moving from a rock into the
water. Here is the detailed temporal order of the frames:

1. The bear is standing on a rock near the edge of... }

Now, based on these descriptions and the video, you are
asked to accurately determine if the following generated
video fulfills the requirements of the prompt. The prompt
contains several (2~4) events, you need to judge if each
event is strictly completed in the video. If the event is com-
pleted, please mark it as 1, otherwise, mark it as 0.

For example, if the prompt is: “A man dribbles a basketball
and then throws it in a court”, the prompt describes two
events: “A man dribbles a basketball” and ”And then the
man throws the basketball in a court”. But if the video
generated using this prompt only accomplishes dribbling
or only accomplishes shooting, then the completion list
is [1, 0]. If you think both events are not completed, the
completion list is [0, 0], etc.

Please judge whether the event are completed very
strictly. If you think an item is blurry, hard to identify, or
the action is vague, you should judge it as not completed.
And please explain the reasons in detail before you give out
the score.

You also need to check the item consistency between dif-
ferent events. If the prompt implies that the subject (or
object) in different events should be the same, but in the
video they are different, you should mark the later event in
the prompt as not completed. For example, for the above
prompt, if the man that dribbles the basketball is different
from the man that throws the basketball (should be the same
people, but video shows two different people), or the bas-
ketball that’s dribbled is different from the basketball that’s
thrown (should be the same object, but video shows two dif-
ferent objects), you must mark the later event ‘throwing the
ball’ as not completed.

Remember, you should judge whether the events are
completed very strictly. And you should first provide the
reasons or analysis for each event, and then give out the list
of completion flag for each event (0 or 1 for uncompleted
or completed).

Please remember to output the complete list at the end of
output again, strictly follow the format: ‘Finally we have
[COMPLETE_LIST]: 1, 0’ in a single line.

Now, let’s begin scoring! The prompt is ‘{A bear walks by
a waterfall, slips its foot, and then falls off a cliff.}’, there
are {3} events:

{ 1. A bear walks by a waterfall

2. The bear slips its foot

3. And then the bear falls off a cliff }

[Processed frames from generated videos appended]




2.3. Comparison with Previous Benchmarks

We compare StoryEval with previous T2V benchmarks and
show the results in Table 1.

2.4. Discussion about Prompt Size

We claim that the size of StoryEval (423) is enough for sta-
ble evaluation, as current works (e.g. FETV (619), VBench
(100 per metric), EvalCrafter (700) TC-Bench (120)) use
similar amounts of prompts.

2.5. Discussion about Video Length

Although the length of generated videos will be longer in
the future, we think this will not affect our evaluation too
much. LongVideoBench [35] shows top VLMs (e.g. GPT-
40/LLaVA-OV-72B) perform well on both 8s-15s and 15s-
60s (low-level) video tasks, which is longer than current
generated videos (10s). Besides, StoryEval focuses on high-
level events, which is easier to judge and has lower require-
ments on temporal resolution. So we can relatively reduce
frame sampling rates for longer videos.

2.6. Discussion about Post Filtration

We mention that we filter the data which are rejected by
GPT-40 mainly to ensure the stability of the evaluation. The
number of prompts for this is less than 20, and we validate
that including them has very little influence on the final per-
formance.

3. Supplementary Part of Experiments

3.1. Model details about experimental settings.

Video Length. In Table 2, we show the length of generated
videos of each model in our experiments. Here for open-
source models, we increase the length of the video gener-
ation to 10 seconds as much as possible while keeping the
generation stable. For example, for Pyramid-Flow, if the
generation length is longer than 7 seconds, some examples
may become blurred at the end, so we set the number of
frames such that the generation length is about 7 seconds.
Number of key frames. Note that different generative
models have quite different number of key frames K in each
video, we use the following formula to select the number of
key frames used for evaluating the videos.

num of frames = max(min(32, | K/4]),4) (1)

Since our prompts consider short stories including simple
events, as well as the generative models generally generates
videos that present slow motion, this sampling strategy can
be sufficient for accurate evaluation results while keeping
reasonable cost for GPT-40 querying.

Length of prompts. In detail, the average number of the
characters in the prompts in StoryEval is 8§3.4. Note that we
mainly consider the story or events of prompt, rather than
the detailed description of states, which always contain the

Model FPS  Num. of Frames Length (s)
Pika-1.5 24.0 120 5.0
Hailuo 25.0 141 5.6
Kling-1.5 30.0 313 10.4
ModelScope 8.0 16 2.0
EasyAnimate v4 14.0 144 10.3
Open-Sora-Plan 1.3.0 | 18.0 93 5.2
Open-Sora 1.2 24.0 255 10.6
VideoCrafter2 10.0 100 10.0
CogVideoX-5B 8.0 49 6.1
Vchitect-2.0 8.0 80 10.0
Pyramid-Flow 24.0 169 7.0

Table 2. Statistics of generated videos from different models.
We can see that longer generation length (second) or more number
of frames don’t necessarily ensure better StoryEval performance.

adjectival details like color. So the length of prompts are
always quite simple (as shown in the introduction figures in
the main paper). Besides, some models like CogVideoX
may over-fit to the long detailed prompts for generating
good videos, and will perform worse on short prompts we
provide. However, for fair comparison, we just use the same
prompts without LLM refining in StoryEval, and expect to
use long prompts suite in the next StoryEval version.

3.2. Detailed Results

In this section, we show additional experimental results.

In Table 3, we show the Non-Response Rate defined in
Sec. 2.1 for GPT-4o verifier.

In Table 4, we append the average result of VBench,
which still shows ranking difference with StoryEval in
Pyramid-Flow.

In Table 5, we further extend Table 4 and show the per-
formance of different models on different benchmarks.

Finally in Table 6, we see that on almost all the sub-
metrics, LLaVA-OV-Chat-72B has similar ranking results
to GPT-4o.
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Table 5. Different T2V models on different benchmarks. “Temp. C.”: Temporal Consistency.

GPT40-MTScore: evaluates metamorphic attributes.

CHScore: evaluates temporal coherence.
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Table 6. Full StoryEval evaluation results on 11 video generative models with LLaVA-OV-Chat-72B [15] verifier. The p and 7 are
evaluated between the completion rates of GPT-40 and that of LLaVA-OV-Chat-72B model. We can see that on almost all the submetrics,
LLaVA-OV-Chat-72B has similar ranking results to GPT-40. Here LLaVA-OV-Chat-72B will response all the generated videos, so we skip
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