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Supplementary Material

A. Case Study691

In this section, we will show many cases to demonstrate692
the robustness of our model to different categories and ex-693
pressions. As shown in Figure 6, the first case shows the694
model is robust to the text that contains a negative expres-695
sion, which requires the model to understand the meaning696
of the visual element referred to by the text. The [seg] to-697
ken successfully prompts the SAM2 to locate the correct698
target in the former frames. Although the target is irrele-699
vant to the sounding object and disappears in the last several700
frames, our model can still output empty masks, showcasing701
strong temporal consistency. The second case shows that702
the fusion transformer can effectively assist in locating the703
true object, which means that the [seg] token contains not704
only the highly compressed semantics from three modalities705
but also the accurate positional information. This demon-706
strates that our proposed token propagation and accumula-707
tion strategies can retain spatial consistency despite multi-708
view motorcycle changes. In the third case, we can observe709
that the fusion transformer also shows a good understanding710
of the sequence order corresponding to the audio hidden in711
the text.712

B. Explanation of Token behavior713

First, we introduce two concepts: forward knowledge714
transfer and backward knowledge transfer. The goal of715
forward knowledge transfer is to leverage prior knowledge716
to facilitate the learning of a new task, whereas the target717
of backward knowledge transfer is to utilize the newly ac-718
quired knowledge to improve performance on prior tasks.719
Building on this concept, we conceptualize token propaga-720
tion as a form of forward transfer, where knowledge from721
prior frames is utilized to facilitate the learning of subse-722
quent frames, while token accumulation is interpreted as a723
form of backward knowledge transfer, where the acquired724
knowledge can be adapted to the previous frame by contin-725
uously accumulating and replaying prior tokens, preventing726
the forgetting of the model. Thus, we contend that while727
these two strategies are formally distinct, they are conceptu-728
ally unified, as both aim to transfer knowledge to all frames.729

C. Backbone Model Details730

In this section, we present a detailed description of the731
model architecture. To balance computational efficiency732
and resource constraints, the text encoder is a distilled vari-733
ant of the RoBERTa-base model, trained following the same734

RoBERTa Size Seen (%) Unseen (%)

J F J&F J F J&F
DitillRoBERTa (82M) 42.6 50.9 46.7 66.3 71.6 69.0
RoBERTa-base (125M) 42.7 51.1 46.9 66.6 72.0 69.3

Table 7. Ablations on the different versions of RoBERTa.

procedure as DistilBERT. This model is case-sensitive, dis- 735
tinguishing between lowercase and uppercase words (e.g., 736
english vs. English). It comprises 6 layers, a hidden di- 737
mension of 768, and 12 attention heads, resulting in a to- 738
tal of 82 million parameters, compared to 125 million in 739
RoBERTa-base. Notably, DistilRoBERTa achieves approx- 740
imately twice the inference speed of RoBERTa-base. The 741
Vision Transformer (ViT) model utilized in our work is a 742
base-sized version pre-trained on ImageNet-21k, which in- 743
cludes 14 million images across 21,843 classes, at a res- 744
olution of 224x224. Subsequently, it was fine-tuned on 745
the ImageNet-2012 dataset, comprising 1 million images 746
and 1,000 classes, at the same resolution. We directly use 747
the pre-trained model provided on HuggingFace. The VG- 748
Gish model employed in our work was pre-trained on Au- 749
dioSet. Features are extracted from the pre-classification 750
layer following activation, resulting in a 128-dimensional 751
feature tensor corresponding to 0.96 seconds of the origi- 752
nal video. The pre-trained model checkpoint was obtained 753
directly from the torchaudio library. 754

Comparison of RoBERTa size. As shown in Table 755
7, two versions of RoBERTa achieve comparable perfor- 756
mance, and the improvement of RoBERTa-base can be at- 757
tributed to the additional approximately 40M parameters. 758
Since our main contributions do not focus on the backbone 759
design and consider efficiency, we chose DistillRoBERTa 760
as our text encoder. 761

More Implementation Details. Since the video length 762
of Ref-AVS is 10 seconds corresponding to the audio length 763
of 10 seconds, the total frame number is N is 10, with a 764
sample rate of 1 frame per second. For the input of SAM2, 765
We only use a single data augmentation to resize the in- 766
put size to 1024 × 1024. For the input of the three modal- 767
ity backbone, we use their predefined transformation of the 768
data to prepare their corresponding inputs. The image input 769
will be downsampled 16 to obtain a latent space of 14× 14 770
corresponding to h × w. The maximum length of the tok- 771
enized expression is set to P = 25. The audio features with 772
dA = 128 are extracted from the mono-channel waveform. 773
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Figure 6. The visualization results of the referred objects in the Ref-AVS. Notably, we use the legends of the trumpet to represent the
different sound volumes of the audio objects, from silent to increasing loudness.
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