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In this supplement, we show some other additional ex-
perimental results and details that are not present in the
main paper due to the page limitation.

A. Supplementary Experimental Results
A.1. Full Results of Table 3
In Section 4.3 of the main paper, in order to investigate the
generalization ability of MQ-Former for segmentation, we
conduct a zero-shot evaluation of our model on the Seg-
mentation in the Wild (SeginW) benchmark [18], which
comprises 25 datasets, and report the average mAP of all
the datasets. In this supplementary material, we report
other additional results including median mAP and individ-
ual mAP on each dataset. The results detailed in Table A
show the superiority of MQ-Former over X-Decoder [18]
and OpenSeeD [17] across all datasets. This indicates that
the importance of scalability across both datasets and tasks
in enhancing the generalization ability of models, a capabil-
ity unique to MQ-Former.

A.2. Explicit results of Figure 6
In Table B, we report the numerical results used to generate
the five subfigures in Figure 6.

A.3. Ablation study
Enhancement by Synthetic Data Complementing Section
4.2, here we present more results for demonstrating the sig-
nificance of synthetic data. 30% images are sampled from
Objects365 [11] training set and synthetic mask is gener-
ated for each object with [4]. This subset is denoted as
“Objects365-syn-m”. We jointly train a model on COCO
with instance annotation (“COCO ins”) and Objects365-
syn-m and compare with the baseline trained on “COCO
ins” only. As shown in Table C, the improvement is clear,
suggesting the benefit of using synthetic masks.

Similarly, synthetic object captions are generated for all
COCO instances, denoted as “COCO-syn”. We trained a
model jointly on it with RefCOCOg. The comparison in
Table D with the baseline shows that the improvement is

significant (more than 4 points), indicating the benefits of
synthetic captions.

The Impact of Query Numbers In this section, we ab-
late the impact of the number of queries. By default, we
use mixture of 100 learnable and 300 conditional queries.
This setting is derived from MaskDINO [7], ADE semantic
setting of 100 learnable queries and COCO instance setting
of 300 conditional queries. It is also the same as OpenSeeD
using 100 learnable queries for stuff classes and 300 con-
ditional queries for thing classes. Based on the Base-scale
image and text encoder backbones, given different queries,
we scale models with the configuration of two tasks and
datasets. The training set is the combination of COCO with
instance segmentation and ADE with semantic segmenta-
tion. In Table E, we observe that increasing the query num-
ber can improve the performance. However, the memory
cost also increases considerably. Because such GPU mem-
ory cost is not affordable for our team when scaling up to
large-scale backbones, in other experiments across the pa-
per, we keep the “100+300” setting consistently. This also
enables a fair comparison to other methods.

A.4. Qualitative Results
We present qualitative visualizations for open-set panoptic,
instance and referring segmentation in Figures A, B, C and
foreground segmentation in Figure D, respectively. The im-
ages are randomly selected from the web to provide a di-
verse and representative set for evaluation.

B. Model Size and Speed Comparison
We evaluate the model size in terms of the numbers of pa-
rameters (Params) and conduct a speed comparison by re-
porting frames-per-second (FPS). The speed tests are per-
formed on A100 NVIDIA GPU with 40GB memory by tak-
ing the average computing time with batch size 1 on the en-
tire validation set, using Detectron2 [13]. All models listed
in Table F are characterized by large-scale backbone mod-
els. In general, there is no substantial difference in the for-
ward speed across three models. The increase in parameters
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for both X-Decoder and our MQ-Former over OneFormer
is primarily attributed to the introduction of a language en-
coder, given that they are open-vocabulary models.

C. Additional experimental details

Training settings For the experiments of Section 4.1, we
train our model with a batch size of 32. AdamW is used as
the optimizer with a base learning rate of 2e-4 for the seg-
mentation encoder and decoder, and 2e-5 , 10 warmup iter-
ations, and a weight decay of 0.05. We decay the learning
rate at 0.9 and 0.95 fractions of the total number of training
steps by a factor of 10. We train for a total of 50 epochs. On
the experiments of Sections 4.2 and 4.3, we follow the same
settings but the batch size is scaled up to 128. Swin-Base
and CLIP-Base are used for query comparison in Table 2.
Their larger-scale variants are used in other sections. The
codes and models will be released upon acceptance.
Datasets In order to mitigate the data leakage issue, we im-
plement exclusion in our training data. Specifically, for
the COCO 2017 training set, examples belonging to Re-
fCOCO, RefCOCO+, RefCOCOg validation sets are ex-
cluded. Conversely, training examples from RefCOCO, Re-
fCOCO+, RefCOCOg that overlap with COCO 2017 vali-
dation set are also excluded. Similar exclusion procedures
are applied to LVIS training set, removing examples asso-
ciated with the RefCOCO, RefCOCO+, RefCOCOg valida-
tion sets. Distinct data augmentation strategies are applied
based on the type of training data. For instance, semantic
and panoptic data, we follow the augmentation strategy of
Mask DINO [7]. For referring segmentation data, the aug-
mentation data is the same as instance segmentation but ran-
dom clip is excluded. For foreground segmentation training
data, we follow the data augmentation of InSPyReNet [5].
Different upsampling ratios for each dataset are applied dur-
ing joint training, which are maintained as specified in Table
G. In total, the MQ-Former is trained on around 2M distinct
images examples and 57M mask annotations. It is noted
that the comparison in Table 3 is a system-level compari-
son. The training data varies across each method. For in-
stance, X-decoder [18] additionally incorporates image-text
corpora in its training process.

D. Ethical Considerations

We discuss the ethical considerations from three aspects:
Environmental Impact: Training MQ-Former requires
significant computational resources. The environmental im-
pact of such resource-intensive processes should be taken
into account, and efforts should be made to develop more
energy-efficient algorithms. Transparency and Explain-
ability: Like other deep learning models, MQ-Former is
also considered “black boxes” because it is challenging to
understand how they reach specific decisions. Ensuring

transparency and explainability is essential to build trust
and accountability, especially in applications with signif-
icant consequences. Bias and Fairness: Like other ma-
chine learning models, image segmentation models can be
biased based on the data they are trained on. If the training
data is not diverse and representative, the model may per-
form poorly on certain demographics or groups, perpetuat-
ing existing biases. However, this problem can be resolved
to a certain extent by MQ-Former thanks to its versatility of
joint training on multiple diverse datasets and tasks.

E. Limitations
Recently, a newly emerging reasoning segmentation task
has been introduced [6]. The task is designed to output a
segmentation mask given a complex and implicit query text.
For example, given an image with various fruits, the query
is “what is the fruit with the most Vitamin C in this im-
age”. This task demands a level of reasoning typically han-
dled by multi-modal Large Language Models. Currently,
MQ-Former does not explicitly support this task. However,
addressing this limitation is part of our agenda for future
research.
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Table A. Open-set segmentation comparison on the SeginW benchmark. We bold the best entry in each column.

Model Med.Avg. Air- Bottles Br. ChickenCowsEle.-Eleph.FruitsGar.Gin.-HandHand-House- HH.- Nut.-PhonesPolesPuppiesRailSal.-Stra.TabletsToolkitsTrashW.MPar. Tum. Sha. Gar. Metal Parts ItemsSqui. Fil.
X-Decoder [18] 22.3 32.3 13.1 42.1 2.2 8.6 44.9 7.5 66.0 79.2 33.0 11.6 75.9 42.1 7.0 53.0 68.4 15.6 20.1 59.0 2.3 19.0 67.1 22.5 9.9 22.3 13.8
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MQ-Former 43.0 43.4 14.4 44.4 3.3 85.2 45.0 15.0 75.2 80.4 33.1 20.9 94.4 44.6 7.8 54.2 69.5 16.0 24.2 78.0 4.4 27.8 84.5 49.3 23.2 35.5 59.4

Table B. The performance improvement with data and task scaling up.
Subfigure 1

Data Task Referring segmentation
Dataset Size (M) Type Number RefCOCOg (mIoU)

RefCOCO,RefCOCO+,RefCOCOg 0.06 Referring segmentation 1 57.8
RefCOCO,RefCOCO+,RefCOCOg, COCO-syn 0.16 Referring segmentation 1 60.8

RefCOCO,RefCOCO+,RefCOCOg, COCO-syn, 30% Objects365-syn 0.67 Referring segmentation 1 62.6
Subfigure 2

Data Task Open-vocabulary segmentation
Dataset Size (M) Type Number SeginW (Mask AP)
COCO 0.1 Instance segmentation 1 29.4

COCO, ADE20K 0.12 Instance segmentation 1 30.0
COCO, ADE20K, 30% Objects365-syn-m 0.63 Instance segmentation 1 35.5

Subfigure 3
Data Task Open-vocabulary segmentation

Dataset Size (M) Type Number SeginW (Mask AP)
COCO 0.1 Panoptic segmentation 1 29.6
COCO 0.1 Panoptic, instance segmentation 2 32.7
COCO 0.1 Panoptic, instance, referring segmentation 3 35.2

Subfigure 4
Data Task Referring segmentation

Dataset Size (M) Type Number RefCOCOg (mIoU)
COCO 0.1 Panoptic, referring segmentation 2 63.4

COCO, ADE20K, RefCOCO,RefCOCO+,RefCOCOg, LVIS, VG, COCO-syn 0.3 Panoptic, instance, referring segmentation 3 64.3
COCO, ADE20K, RefCOCO,RefCOCO+,RefCOCOg, VG, fore, LVIS, Objects365-syn 2.2 Panoptic, instance, semantic, referring, foreground segmentation, object detection 6 67.2

Subfigure 5
Data Task Open-vocabulary segmentation

Dataset Size (M) Type Number SeginW (Mask AP)
COCO 0.1 Panoptic, referring segmentation 2 33.2

COCO, ADE20K, RefCOCO,RefCOCO+,RefCOCOg, VG, fore 0.4 Panoptic, instance, referring, foreground segmentation 4 37.2
COCO, ADE20K, RefCOCO,RefCOCO+,RefCOCOg, VG, fore, 30% Objects365-syn 1.0 Panoptic, instance, referring, foreground segmentation 4 39.6

COCO, Objects365-syn 1.8 Panoptic, referring 2 41.3
COCO, ADE20K, RefCOCO,RefCOCO+,RefCOCOg, VG, fore, LVIS, Objects365-syn 2.2 Panoptic, instance, semantic, referring, foreground segmentation, object detection 6 43.4
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Table C. The impact of synthetic masks
Training data Mask AP Box AP
COCO ins 49.7 55.3
COCO ins + Objects365-syn-m 50.5 56.8

Table D. The impact of synthetic captions
Training data mIoU
RefCOCOg 57.8
syn-COCO 58.8
RefCOCOg + COCO-syn 62.6

Figure A. Qualitative visualization on open-set panoptic segmentation.

Table E. The impact of query numbers.

#learnable+#conditional
ADE COCO
mIoU Mask AP Box AP

100+300 51.7 49.6 54.9
300+900 52.0 50.7 57.4

Table F. The model size and speed comparison.

Method Params FPS
OneFormer [2] 219M 5.6
X-Decoder [18] 280M 6.1
MQ-Former 286M 5.1

Table G. Upsampling ratio of joint training. “referring” refers
to the combination of RefCOCO, RefCOCO+, RefCOCOg [3,
15]. “foreground” refers to the combination of seven foreground
datasets, HRSOD [16], DIS [10], THUS [1], COIFT [9], ThinOb-
jects5K [8], UHRSD [14], DUTS [12].

Dataset Ratio #Images #Annotations
COCO 3 100K 1.3M

ADE20K 30 20K 271K
LVIS 3 100K 1.3M

Visual Genome 9 100K 2.3M
Objects365 1 1.7M 25M

referring 6 54K 124K
syn-COCO 3 100K 1.3M

syn-Objects365 1 1.7M 25M
foreground 9 100K 100K



Input image

Prompt

Output mask

dinosaur otter Samoyed

Figure B. Qualitative visualization on open-set instance segmentation.

Input image

Prompt

Output mask

red car right Golden Retriever person wear a blue shirt

Figure C. Qualitative visualization on open-set referring segmentation.
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Figure D. Qualitative visualization on foreground segmentation.


