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1. Method Details
1.1. Stickman Generation Algorithm

We propose the Stickman Generation Algorithm (SGA) to
overcome the limited drawing style of annotators and re-
duce manual labeling costs. The generation process in de-
tail is as follows:

* 1) Pose Normalization: Firstly, all 3D poses are stan-
dardized to a uniform scale across different datasets by
utilizing the mean of arm length and leg length.

e 2) Limb Adjustment: Stickmen lack strokes for shoul-
ders or pelvis. However, users would typically consider
the length of shoulders and pelvis when drawing a stick-
man. Thus, the joint at the root of each limb is ran-
domly sampled between this root joint itself and the cen-
tral point of either the shoulder or pelvis.

¢ 3) Limb Stroke Generation: Each limb consists of three
points. To closely resemble human strokes, we first in-
terpolate the polyline formed by these points, then add
Gaussian noise to it before applying a Gaussian filter
for smoothing. The combination of noise addition and
smoothing process is then used again to get closer to the
real hand-drawn strokes. The stroke generation process
for spine follows similar steps.

¢ 4) Head Stroke Generation: A standard circular coordi-
nates array is initially generated for head lines. This ar-
ray undergoes rotation and scaling in one direction fol-
lowed by random stretching at both ends of the circle.
Finally, noise addition and smoothing processes similar
to limbs are applied.

* 5)Body Assembly: Now we get six strokes for one head,
one spine, and four limbs. Potential pen placement er-
rors may cause global position deviations in these body
parts. Therefore, the root of arm and leg strokes are
placed with jitter at start and end positions of the spine
stroke. The head stroke is also positioned at the start po-
sition of spine stroke based on neck direction. Moreover,
the scale of each part is also adjusted randomly get the
results closer to human habits.

More visualization can be found in Fig. 1.

1.2. Self-Attention for Multi-Condition

Compared with our proposed Condition Fusion, conven-
tional approaches [1, 5] with self-attention modules intro-
duce unnecessary computation when calculating the atten-
tion of the masked token. Specifically, we assume that
both conditions occur with a probability of P, and the en-
coding shapes of input X, condition 7', and condition S
are [B, L~ E'], [B,L",E'], and [B, L®, E'], respectively.
Here, L and E’ are the tokens’ number and length in the
encoding. After the projection before the self-attention op-
eration, these encodings are projected to [B, H, L~, ET],
[B,H,LT,E"], and [B, H,L%, E"], where H is the head
number of this self-attention module, The FLOPs of this
projection is B - (LX + L + L%) - E' . H - EX. Con-
ventional approaches generate condition masks to remove
the attention of networks on part condition inputs along
the batch dimension. Then, they take the projected encod-
ing of X and (X,T,S) as the query and key & value of
the self-attention module. The FLOPs of the self-attention
operation for conventional approaches can be denoted as
B-H-L* - (L* + LT + L) . E*. Thus the final FLOPs for
the projection and self-attention is B - H - E¥ - (BT 4+ L¥) -
2. (L*X + LT + L®). Similarly, the FLOPs of our proposed
Condition Fusion can be denoted as P- B - (L* + LT 4+ L®)-
El'H-EP+P-B-H-L*X -2 - LX+L"+ 1% .EF =
P-B-H-EY (E'+1%)-2-(3/2- L% + L" 4+ L) according to
Fig.2 of the main paper. Finally, the FLOPs ratio of Condi-
tion Fusion and conventional approaches is approximately
P, which is 0.5 during the inference.

2. Experiment Details
2.1. Dataset Details

We conduct experiments on two prominent datasets of hu-
man motion generation, namely the KIT-ML dataset [4]
and the HumanML3D dataset [2]. The KIT dataset com-
prises 3,911 motions with a total duration of 11.23 hours
and includes 6,278 natural language descriptions composed
by 5,371 distinct words, with an average sentence length
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Figure 1. Stickman Visualization.

of 8.43 words. The HumanML3D dataset encompasses a
larger scale, comprising 14,616 motions with a total dura-
tion of 28.59 hours. It includes 44,970 descriptions com-
posed by 5,371 distinct words, with an average sentence
length of 12 words. All experiments without additional in-
structions were performed on the KIT-ML dataset, with the
setting of p(w = w) = 20% and (w; = 1,wy = 0, w3 =
0, w4 = 0) to ensure a balanced generation of motions be-
tween stickman and text conditions.

2.2. Stickman for Evaluation

The stickmen used for evaluation are also generated from
the test set. While there may be concerns about potential
leakage of the test set to the model, it is crucial to note that
only the semantic information of the generated motions is
considered during evaluation, rather than the spatial infor-
mation of human poses. Moreover, including additional in-
put stickmen may hinder the generation process from align-
ing more closely with its corresponding textual description,
resulting in less impressive evaluation outcomes as shown
in Tab. 4 of the main paper.

2.3. Analysis on Stickman Index

We randomly sample human poses for stickman genera-
tion at the start, middle, and end stages within the range

of [0,2-7],[0.5—7r,0.5+ 7], and [0.5 — 2 - r, 1] in the motion
sequences. Here, r represents the manually setting range
for sampling. It should be noted that the predicted index
may fall outside the sampled range, resulting in an error
percentage known as Out-of-Range Error (ORE). Addition-
ally, we assign a weight Wiy ger 10 Linotion (Equ.5 in the
main paper) for adjusting StickMotion’s attention on the in-
put stickmen. As shown in Tab. 1, the 1st line shows that the
index of stickman is assigned by user (randomly appointed
in the evaluation), indicating that this arbitrary operation
will damage the semantic information of the generated re-
sult. Then, the 2nd, 3rd lines show that smaller » limits the
network’s ability to adjust the stickman’s position. How-
ever, 7 larger than 1/8 may make excessive adjustment to
the stickmen, which leads to incompatibility with the user’s
intention and the semantic information of the generations.

2.4. Condition Mixture in Inference

Guidance Strength. The guidance strength w (Sec.3.2 of
the main paper) of the classifier-free diffusion [3] is set em-
pirically like the learning rate of the training process. And
we set w as 2 and 4 for the HumanML3D dataset and the
KIT-ML dataset, respectively. The ablation experiments of
w are shown in the Tab. 2.

Beginning Stage. To make it easier to understand, let us
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Figure 2. Visualization of stickman motion generation results. These pictures from top to bottom are generated with progressively smaller
frame intervals to fully demonstrate stickmotion’s strengths and weaknesses.

Table 1. Ablation study on Stickman Index. with the final stage having a smaller learning rate compared 126
to the beginning stage. The ablation experiments of the fi- 127
r Windew StiSim?t ORE] FID| nal stage have been presented in the main paper, as the final 128
) 1 373% ) 0256 stage makes more important and detailed contribution to the 129
112 ] 41.4% $.33% 0.185 ﬁpal results. For thfe beginning stage, there could be a con- 130
flict between €q(stick) and eg(text) that would slow down 131
1/8 1 42.6% 6.32% 0.141 . .
the reverse process. Therefore, €y(stick,text) is always 132
1/6 ! 43.2% 5.87% 0.169 present to reconcile the conflict, and €4() is used for main- 133
178 0.5 36.1% 13.64% 0.145 taining the constant distribution of the final output. More- 134
1/8 2 54.7% 7.54% 0.284 over, we set different strategies for the ablation experiments 135
as shown in Tab 2. Here, p(w = w) + p(w = 0) = las 136
shown in Sec.3.2 in the main paper. We set p(w = w) = 137
124 consider the beginning stage and the final stage in the con- 20% following Sec.4.2 in the main paper for achieving a 138
125 dition mixture are like the same stages of a training process,
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Table 2. Ablation study on the beginning stage in the condition
mixture.

w w1 w2 w3 Waq FID]
4 w W w — W 1-2-w 0.141
4 0 W w — W 1—w 0.266
4 w 0 0 1—w 0.742
3 w W W 1-2-w 0.235
5 0 W w 1—w 0.373

balance performance under the two conditions. According
to our experiments, there exists an adversarial relationship
between the stickman condition (ws) and the text condition
(w3), which necessitates the combination of both conditions
(w1) for mediation and performance enhancement.

3. Limitations and Future Work

We selected several representative examples, as illustrated
in Fig. 2, to demonstrate the excellent performance of
StickMotion in generating motion sequences under text and
stickman conditions. Nevertheless, StickMotion does ex-
hibit certain limitations: 1) While preserving the semantic
information of the generated motions, there is no guarantee
that the intended poses for stickmen will be accurately gen-
erated. This issue is commonly encountered in condition-
based diffusion models, and we aim to mitigate this error
by enhancing both the forward and reverse design strate-
gies. 2) Occasionally, poses generated around the stickman
pose tend to resemble it due to the influence of supervision
Lindex described in Equ. 5 of the main paper. This occur-
rence was more frequent before we apply the Softmax func-
tion to the predicted index scores; thus, we plan on devis-
ing more sophisticated supervision strategies to address this
concern. In addition to these aforementioned problems re-
quiring further investigation, the generation and application
of stickman can also be extended beyond its current scope
into other domains, such as interactive motion generation,
3D object generation, and 3D mesh editing, etc. Our future
works will focus on exploring these areas.

* Main Paper Revision

The Equ.1 in the main paper should be modified as Equ. 1 as fol-
lows,
-

q(x1:7|%0) = H q(xe|xi-1),
t=1 M

q(xt|xi—1) = N (xe; Varxi—1, (1 — ap)I).

The following conclusion “ This formula is equivalent to x =

t .
Varxo + /1 — arer, where oy = Hﬁzl s’ 18 correct.
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