
VideoDirector: Precise Video Editing via Text-to-Video Models

Supplementary Material

A. Base Models Comparison

Our approach offers a fair comparison with other methods
since most video editing methods rely on SD along with
auxiliary models. Our base model, AnimateDiff, is built
upon SD1.5, with a motion module (MM) trained while
keeping the weights of SD1.5 frozen, ensuring a fair com-
parison. Base models and auxiliary models of different
methods are presented in Tab. A.

Model FRESCO [5] RAVE Tokenflow Flatten V-P2P Ours
Base SD1.5 SD1.5 SD2.1 SD1.5 SD2.1 SD1.5
Auxiliary Controlnet, GMFlow Controlnet - T2S RAFT MM, SAM2

Table A. Comparison of base models.

B. More Results

Comparison with FRESCO [5]: Our method (Fig. B)
achieves better visual quality then FRESCO (Fig. A) and
outperforms it across all metrics (Tab. B). The GIF requires
Adobe Acrobat Reader to be viewed.

Methods MS ↑ PS ↑ m.P ↑ m.L ↓
FRESCO 96.28% 21.53 18.43 0.368
Ours 97.68% 21.64 21.37 0.270

Table B. Comparison. Figure A Figure B

Dynamic Results: Directly integrating DDIM inversion-
based methods with T2V models cannot produce satisfac-
tory results (Fig. 2, Fig. C-D GIFs, V.opt means vanilla
null-text optimization). Our approach demonstrates the fea-
sibility of controlling the denoising trajectory for precise
editing via T2V model. Our STDG maintains the same spa-
tial resolution as the latent noise, integrating both temporal
and appearance cues. This alignment guides the denoising
trajectory toward precise resampling and editing (Fig. C-H,
the GIF requires Adobe Acrobat Reader to be viewed).
More Results: More edited results are shown in Fig K to
Fig L, Fig M, and Fig N. along with our editing prompts.
Additionally, we provide an MP4 video in the supplemen-
tary material.

(a) input (b) V.opt. (c) ours

Figure C. Recon. example #1.
(a) input (b) V.opt. (c) ours

Figure D. Recon. example #2.

(a) input (b) w/o STDG (c) ours

Figure E. Editing example #1.
(a) input (b) w/o STDG (c) ours

Figure F. Editing example #2.

(a) input (b) w/o STDG (c) ours

Figure G. Editing example #3.
(a) input (b) w/o STDG (c) ours

Figure H. Editing example #4.

C. Discussion about Null-text Optimization
Replacing the multi-frame strategy with a shared null-text
embedding is effective for objects with minimal deforma-
tion, such as the “driving car” shown in Fig. I. In these
cases, the STDG provides sufficient temporal and motion
guidance. However, relying solely on the STDG leads to
suboptimal reconstruction and editing results in videos with
dynamic objects that undergo significant deformation, as
illustrated in Fig. I. Multi-frame null-text optimization is
crucial for videos featuring such dynamic objects. While
the STDG offers global temporal and spatial guidance, the
null-text embedding refines detailed motion and appearance
information by building on the STDG and pivotal latent.

D. Discussion about SAM2 Mask
While the mask generated by SAM2 is able to segment fine
structures, these rich details can make the editing process
fragile and vulnerable to disruptions caused by segmenta-
tion masks, as shown in Fig. J. To mitigate this issue, we
combine the mask with an ellipse mask that is coarsely
aligned with the mask during the pivotal inversion and edit-
ing process. In this way, the combined mask enhances ro-
bustness of our method to mask disruptions and improves
the harmony between the edited and the remaining contents,
as illustrated in Fig. J.

E. Pseudo Code
The pseudo-code for our method is provided in Algo-
rithm 1. Descriptions of the variables used in the algorithm
can be found in Sec. 3. Stage 1 corresponds to Sec. 3.2,
and Stage 2 corresponds to Sec. 3.3. Here, e∗t denotes the
DDIM sampling latents of the editing path in Stage 2.

F. Limitation
The edited videos in this paper are limited to 16 frames due
to the high memory cost of the T2V model. Our method
consumes approximately 16GB more GPU memory usage
compared to Video-p2p [3]. In the future, we will further
focus on extending the method to handle longer video se-
quences.



fox  lion astronaut    Iron Man car         Armored Humvee

Input videos

Reconstructed videos

Edited videos

Figure I. Shared Null-text optimization used for reconstruction and editing.

Input video

horse     zebraSam2 mask

Sam2 mask and Ellipse mask

Editing using Sam2 mask

Editing using Sam2 mask and Ellipse maskhorse     zebra

Figure J. Sam2 Mask combines the ellipse mask to enhance the editing robustness.

A black swan swimming in a river, green plants on the bank.

A white swan swimming in a river, green plants on the bank.

A blue swan swimming in a river, green plants on the bank.

Figure K. More results.



A wolf is turning head with some trees in the background 

A cheetah is turning head with some trees in the background 

A husky is turning head with some trees in the background 

A lion is turning head with some trees in the background 

A fox is turning head with some trees blurred in the background against a soft blue sky.

A cat is turning head with some trees blurred in the background against a soft blue sky.

A cheetah is turning head with some trees blurred in the background against a soft blue sky.

A lion is turning head with some trees blurred in the background against a soft blue sky.

Figure L. More results.



A car is drifting on the track of a racing circuit.

A rhino is walking on the ground with stones besides, rocks and trees in the background

A red Tesla is drifting on the track of a racing circuit.

A silver Porsche is drifting on the track of a racing circuit.

A red Porsche is drifting on the track of a racing circuit.

A lion is walking on the ground with stones besides, rocks and trees in the background

A tiger is walking on the ground with stones besides, rocks and trees in the background

A hippopotamus is walking on the ground with stones besides, rocks and trees in the background

Figure M. More results.



A car driving through an intersection with some roads and buildings in the background.

Kid is playing football on a soccer field with many trees in the background.

An armored Humvee driving through an intersection with some roads and buildings in the background.

A LEGO car driving through an intersection with some roads and buildings in the background.

A Porsche Cayenne driving through an intersection with some roads and buildings in the background.

Messi is playing football on a soccer field with many trees in the background.

Cristiano Ronaldo is playing football on a soccer field with many trees in the background.

Kid is playing football on a Worldcup soccer stadium with spectators in the background.

Figure N. More results.



Algorithm 1 VideoDirector

Require: Input: video Vi ∈ RF×H×W , regularization term R: SAM2 masks M ∈ RF×H×W [4], original and editing
prompts: C and Ce, generation model G: T2V diffusion network ϵθ [2].

Ensure: Edited video Vo ∈ RF×H×W .
Stage 1: Video Pivotal Inversion

1: z∗ = E(Vi) ▷ Encoder E(·) convert the input video to latents.
2: for t = 0 to T do ▷ Iterate over T timesteps.

3: z∗
t+1 =

√
αt+1

(
z∗
t −

√
1− αtϵθ(z

∗
t )√

αt

)
+
√
1− αt+1ϵθ(z

∗
t ) ▷ DDIM inversion.

4: end for
5: for t = T to 0 do ▷ Iterate over T timesteps in reverse.
6: T+ = ϵ

(T )
θ (z∗

t , C, t), T− = ϵ
(T )
θ (zt, C, t) ▷ Extract temporal features.

7: K+ = ϵ
(K)
θ (z∗

t , C, t), K− = ϵ
(K)
θ (zt, C, t) ▷ Extract spatial features.

8: LT = Mf/b
T · MT · ∥(T+ − T−)∥22, Gf/b

T =
∂(LT )

∂zt
▷ Temporal Guidance.

9: LK = Mf/b
K · ∥(K+ −K−)∥22, Gf/b

K =
∂(LK)

∂zt
▷ Spatial Guidance.

10: Gt = ηf · Gf
T + ηb · Gb

T + ζf · Gf
K + ζb · Gb

K ▷ Total Guidance.

11: for iter = 0 to N do ▷ Iterative Null-text Optimize for N steps.
12: ϵ̂θ = ϵθ(zt, C, t) + ω[ϵθ(zt, C, t)− ϵθ(zt, {ϕt}, t)] ▷ CFG.

13: ϵθ = ϵ̂θ − (
√
1− αt)Gt ▷ STDG, the guidance is applied following the formula (14) from [1].

14: zt−1 =
√
αt−1

(
zt −

√
1− αtϵ̂θ√
αt

)
+ (

√
1− αt−1)ϵθ ▷ DDIM sampling.

15: L({ϕt}) = ∥z∗t−1 − zt−1∥22 ▷ Null-text Optimize.
16: end for
17: end for

Stage 2: Attention Control for Video Editing
18: for t = T to 0 do ▷ DDIM sampling.
19: for l = 0 to L do ▷ Pass through the U-Net of the T2V model.
20: Q

(l)
t = ϵ

(l)(Q)
θ (z∗t ), K

(l)
t = ϵ

(l)(K)
θ (z∗t ), V

(l)
t = ϵ

(l)(V )
θ (z∗t ) ▷ Extract Q, K, V of reconstruction path.

21: Q
∗(l)
t = ϵ

(l)(Q)
θ (e∗t ), K

∗(l)
t = ϵ

(l)(K)
θ (e∗t ), V

∗(l)
t = ϵ

(l)(V )
θ (e∗t ) ▷ Extract Q, K, V of editing path.

22: if SelfAttention then ▷ Self Attention Control.

23: Âttn =


W

(l)
t · V ∗(l)

t , if t < τs,

S

(
Q

∗(l)
t · K̂⊤

t√
d

⊗
[
1 | Mf

])
· V̂t, otherwise.

▷ Calculate attention features in SA-I and SA-II.

24: else if CrossAttention then ▷ Cross Attention Control.

25: M
C(l)
t =

{
C · [γ · (M∗(l)

t ) + (1− γ) · (M ′(l)
t )], if t < τc,

M
∗(l)
t , otherwise.

▷ Calculate Cross Attention Maps.

26: end if
27: Update edited latent ϵ(l)θ (e∗t ). ▷ This edited latent updating contains ϵ(l)θ (e∗t , C, t) and ϵ

(l)
θ (e∗t , {ϕt}, t).

28: end for
29: ϵ̂θ = ϵθ(e

∗
t , C, t) + ω[ϵθ(e

∗
t , C, t)− ϵθ(e

∗
t , {ϕt}, t)] ▷ CFG.

30: ϵθ = ϵ̂θ − (
√
1− αt)Gt ▷ STDG.

31: e∗t−1 =
√
αt−1

(
e∗t −

√
1− αtϵ̂θ√
αt

)
+ (

√
1− αt−1)ϵθ ▷ DDIM sampling using edited latent.

32: end for
33: return Vo = DE(e∗0). ▷ Decoder DE(·) convert edited latents into output video.
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