
VIRES: Video Instance Repainting via Sketch and Text Guided Generation
Supplementary Material

Shuchen Weng1,2†‡ Haojie Zheng3,4† Peixuan Zhang5 Yuchen Hong1,2

Han Jiang3 Si Li5 Boxin Shi1,2*

1State Key Laboratory for Multimedia Information Processing, School of Computer Science, Peking University
2National Engineering Research Center of Visual Technology, School of Computer Science, Peking University

3OpenBayes Information Technology Co., Ltd. 4School of Software and Microelectronics, Peking University
5School of Artificial Intelligence, Beijing University of Posts and Telecommunications

scweng@baai.ac.cn, suimu@stu.pku.edu.cn, {pxzhang,lisi}@bupt.edu.cn
yuchenhong.cn@gmail.com, hahn@openbayes.com, shiboxin@pku.edu.cn

A. Appendix
A.1. Variations of Sequential ControlNet

We present four typical architectures of Sequential Control-
Net in Tab. S1, where “Conv” denotes a convolutional layer,
"Block" means a residual block, and "Down" is a down-
sampling layer. Numbers in brackets indicate the input and
output channel dimensions, respectively. To determine the
optimal architecture under constrained computational re-
sources, we train these variations for 10K steps, excluding
the sketch attention and sketch-aware encoder. Quantitative
results on VIRESET are shown in Tab. S2, and the best-
performing architecture is selected for our model.

Table S1. Architecture of Sequential ControlNet variations.

Ours (VIRES) Variation_1 Variation_2 Variation_3

block_1
Conv (3, 72) Conv (3, 36) Conv (3, 72)

Conv (72, 72) Conv (36, 36) Conv (72,72)
Down (72, 144) Down (3,64) Down (36, 72) Down (72, 144)

block_2

Conv (144, 144) Conv (64, 64) Conv (144,144)
Conv (144, 288) Conv (64, 128) Conv (144, 288)
Conv (288, 288)
Block (288, 288) Block (128, 128) Block (72, 72) Block (288, 288)
Down (288, 576) Down (128, 128) Down (72, 288) Down (288, 576)

block_3 Block (576, 576) Block (128, 256) Block (288, 288) Block (576, 576)
Down (576, 1152) Down (256, 256) Down (288, 1152) Down (576, 1152)

block_4

Block (1152, 1152)
Conv (1152, 1152) Block (256, 256) Conv (1152, 1152) Conv (1152, 1152)
Conv (1152, 1152) Conv (1152, 1152) Conv (1152, 1152)
Conv (1152, 1152) Conv (256, 1152) Conv (1152, 1152) Conv (1152, 1152)

A.2. Validation of additional conditions

VIRES is designed specifically for sketch-based video in-
stance repainting, adopting the Standardized Self-Scaling
(SSS) to extract condition features. To explore its gen-
eralization to other conditioning signals, we augment our
dataset with edge maps [1] and depth maps [6] to pro-
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Table S2. Quantitative experiment results of Sequential Control-
Net variations. All scores except PSNR are percentages.

Method PSNR ↑ SSIM ↑ WE ↓ FC ↑ TC ↑
Variation_1 18.54 69.12 5.36 90.79 15.85
Variation_2 18.49 68.63 5.47 89.14 15.83
Vairation_3 18.64 69.89 5.40 90.94 15.85

Ours (VIRES) 19.93 72.85 5.33 91.07 15.87

vide the structure guidance. We then retrain VIRES from
scratch on these conditions. Due to limited computational
resources, we train for 10K steps with edge maps as a pre-
liminary investigation and 30K steps with depth maps due
to its slower convergence. Finally, we compare two VIRES
variants: one using SSS and the other using simple ad-
dition for feature extraction. As shown in Tab. S3, SSS
provides considerable advantages for edge maps, but only
marginal improvements for depth maps. We suggest that
this difference arises because both sketch and edge maps
have high-contrast transitions between black lines and the
white background, allowing self-scaling to effectively cap-
ture structure details. In contrast, depth maps are smoother
and lack such sharp transitions, limiting the benefits of the
self-scaling operation. We further present the qualitative re-
sults in Fig. S1.

Table S3. Quantitative experiment results of VIRES variants using
edge and depth maps. All scores except PSNR are percentages.

Method PSNR ↑ SSIM ↑ WE ↓ FC ↑ TC ↑
Repainting with edge maps

W/o SSS 19.43 72.01 6.31 90.04 15.83
W/ SSS 20.48 74.28 6.00 90.49 16.16

Repainting with depth maps
W/o SSS 18.04 66.16 5.86 91.28 15.98
W/ SSS 18.39 67.28 5.80 91.32 16.14
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(a) Repainting with edge maps

A cow with a white body and black patches.
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(b) Repainting with depth maps

A bloomed white lotus flower with multiple petals that are slightly curled at the edges.
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Figure S1. Examples of repainting with additional conditions.

Table S4. Quantitative experiment results of VIRES using sketch
guidance of varying sparsity. All scores except PSNR are percent-
ages.

Method PSNR ↑ SSIM ↑ WE ↓ FC ↑ TC ↑
D = 1 21.87 73.41 5.12 92.21 16.15
D = 2 22.64 74.69 5.14 92.21 16.17
D = 4 23.24 76.00 5.13 92.18 16.16
D = 8 23.36 76.51 5.14 92.19 16.18
D = 16 23.67 77.15 5.12 92.19 16.19
D = 51 23.87 77.87 5.09 92.23 16.19

A.3. Robustness of sparse conditions

VIRES allows users to provide sparse sketch guidance for
video instance repainting, minimizing user effort. To inves-
tigate the impact of sketch guidance sparsity on repainting
performance, we evaluate VIRES on the VIRESET, using
varying interval indices d ∈ {0, . . . , 4}, corresponding to
D = 2d sketch frames, and a full set of D = 51. As shown
in Tab. S4, even with a single sketch frame, VIRES can
produce high-quality results (PSNR and SSIM) with robust
temporal consistency (WE and FC).

A.4. Compatibility with DiT backbone

In this paper, we build VIRES upon the pre-trained Open-
Sora v1.2 [9]. Given that many text-to-video models [8,
10] share a similar DiT backbone architecture, our pro-
posed modules offer potential compatibility with these ap-
proaches, including the Sequential ControlNet for layout
initialization (Sec. 4.2), the standardized self-scaling for
details capture (Sec. 4.2), the sketch attention (Sec. 4.3) for
semantic injection, and the sketch-aware encoder for struc-
ture alignment (Sec. 4.4). We believe our work will inspire
further research on guiding pre-trained text-to-video models
and open new avenues for conditional video repainting.

A.5. Organization of supplementary video

We provide a supplementary video to dynamically show-
case our repainting results. The video is structured as
follows: (i) Typical application scenarios: We demon-
strate four typical repainting scenarios and compare our
results with relevant methods [2–5, 7]. Instance repaint-
ing/replacement results are shown in Fig. S2, and instance
generation/removal results are in Fig. S3. (ii) Sketch-to-
video generation and inpainting: We demonstrate sketch-
to-video generation and conditional video inpainting, com-
paring our results with VideoComposer [5], as it is the only
relevant method that supports this functionality. Results are
shown in Fig. S4. (iii) Sparse sketch guidance: We show-
case sparse sketch guidance, repainting two distinct varia-
tions of the same video using only two different first sketch
frames. This functionality is not supported by existing
methods. Results are shown in Fig. S5. (iv) Long-duration
video repainting: We demonstrate repainting on a long-
duration (13-second) video, with representative frames pre-
sented in Fig. S6. (v) Comparison and ablation study:
Finally, the video includes comparisons with other methods
(Sec. 5.1) and additional ablation studies (Sec. 5.2). To im-
prove visual clarity and facilitate detailed comparison, the
video playback speed is halved (2× slower).
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The man is dressed in a blue shirt, walking in the park. A dark-colored SUV is seen driving on the curve of the road, away from the camera.

Figure S2. Typical application scenarios. Left: Video instance repainting. Right: Video instance replacement.
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A football field with a brown-green graffiti wall as the background.
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A corgi, with its orange and white fur, runs towards the camera.

Figure S3. Typical application scenarios. Left: Custom instance generation. Right: Specified instance removal.



A lotus flower in full bloom, with delicate pinkish-white petals. A soccer ball is predominantly white with blue patterns.
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A brown bear is walking towards the right side of the frame. A white lotus flower in full bloom, with its delicate petals spread out.
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Figure S4. Sketch-to-video generation and inpainting. Topleft: Sketch-to-video generation. Others: Sketch-to-video inpainting.



A person in a park, 

wearing a white t-

shirt with scattered 

graffiti on it.
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Figure S5. Sparse sketch guidance. Repainting the video using different first sketch frames. Left: First variation. Right: Second variation.

A woman wears a black leather jacket, black leggings, and black boots with a brown shoulder bag slung across her body, walking towards two cars.
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Figure S6. Long-duration video repainting. Restoring the damaged video to clearly depict a realistic female character.


	. Appendix
	. Variations of Sequential ControlNet 
	. Validation of additional conditions
	. Robustness of sparse conditions
	. Compatibility with DiT backbone
	. Organization of supplementary video


