Reconstructing Humans with a Biomechanically Accurate Skeleton

Supplementary Material

In this Supplementary Material, we provide additional
details and qualitative results that were not included in the
main manuscript due to space constraints. The reader is
also encouraged to watch our supplementary video for more
temporal results of our approach.

S.1. More qualitative results

In Figure S.1 we provide more qualitative results of our ap-
proach. We choose a variety of scenarios, poses, viewpoints
and activities, to demonstrate the robustness of our HSMR
model. Additionally, the readers are encouraged to watch
our supplementary video in our project page where one can
appreciate the temporal consistency of our output.

S.2. Data generation

Initial SKEL parameter dataset. As we highlight in the
main paper, there is no previous dataset of images with cor-
responding SKEL parameters. For this reason, we adopt
existing image datasets with SMPL (pseudo) ground truth
and we apply an offline optimization to convert the SMPL
parameters to SKEL parameters. For this procedure, we
follow the offline optimization proposed by SKEL [14].
The optimization aligns the location of the vertices and the
joints for the two models while following multiple (four)
stages to gradually improve fitting (e.g. avoiding scapula
failure). For efficiency reasons, we modify the original code
to a batch-wise version and set the batch size to 25k exam-
ples per batch. The remaining settings are kept the same
with [14]. We apply the optimization to all the datasets
used by HMR2.0 [7] and obtain the initial set of SKEL pa-
rameters. More specifically, we process images from Hu-
man3.6M [9], MPI-INF-3DHP [18], COCO [17], MPII [1],
Al Challenger [22], AVA [8] and InstaVariety [13].

Moreover, unlike most past works using a neutral SMPL
model [7, 12, 16], SKEL only provides a male and a female
model. We adopt the male model for all our experiments
and so our pseudo ground truth is compatible with the male
SKEL model as well.

Finally, we note a SKEL-specific observation that af-
fected our pipeline. For training pose estimation models
(in 2D or 3D), we typically apply left-right flipping aug-
mentation. For SMPL, we can produce the corresponding
mirrored mesh (which is used for supervision), by applying
a simple transformation to the pose parameters. However,
for SKEL, we noticed that a similar transformation lead to a
slight imperfection to the mirrored mesh, possibly due to an
asymmetry to the SKEL model. To avoid using noisy super-
vision, we instead keep track of two sets of SKEL param-

eters for each image example — one for the original image
and one for the mirrored version. This led to over 13M sets
of SKEL pseudo ground truth parameters for the original
images and an additional 13M for their mirrored versions.
Quality control. As discussed in the main manuscript, the
procedure for converting SMPL parameters to SKEL pa-
rameters is not perfect. The optimization can occasionally
get stuck in local minima and produce unlikely poses (see
Figure 3 of the main manuscript). To avoid using some of
these severe failures as supervision, we apply an initial fil-
tering stage to discard the SKEL parameters for low quality
SKEL fits. For this procedure, we use the Max Per Vertex
Error (maxPVE) as measure of the quality. This is defined
as the max position error across all the vertices V¢ between
the SMPL and SKEL surface mesh:

PVE = Vv — VexeL||3- 1
max 7:<m6%)9(0|| SMPL skeLll2 (1)

This metric can quantify the worst part of the fitting, mak-
ing it possible for us to strictly bound the quality of the
data. In practice, we discard the SKEL parameters for ex-
amples where maxPVE > 6cm. We note that we discard
only the SKEL parameters for these examples, while the
images (and 2D/3D keypoints) remain in our datasets and
can potentially obtain pseudo ground truth SKEL parame-
ters during the iterative refinement of our training. Besides
the maxPVE check, we also adopt the other quality checks
that HMR2.0 [7] performs to remove low quality fits. These
include discarding a fit for examples that a) have a shape
parameter with absolute value larger than 3, or b) have less
than four keypoints with confidence larger than 0.

S.3. Training

Architecture. For our main model, we adopt the architec-
ture of HMR2.0 [7]. We use a ViT-H backbone [5], which
is initialized with weights from ViTPose [23]. After the
backbone, a transformer head is used to regress the SKEL
parameters. This is also similar to HMR2.0’s transformer
head. The only difference is that we regress a lower dimen-
sional output for the pose representation (SKEL has 46 pose
parameters, while SMPL has 72), so we adapt the output ac-
cordingly. Regarding the exact size of the output, see details
in the next paragraph.

Rotation Representation. The SKEL model natively uses
Euler angles for the pose parametrization. As we discussed
in the main manuscript, our network does not regress Euler
angles — instead, we use the continuous rotation represen-
tation [26] as the regression target. As is common in the
literature [7, 11, 15, 16], we convert this representation to
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Figure S.1. Additional qualitative results of HSMR. This figure extends Figure 7 of the main manuscript. For each example we show: a)
the input image, b) the overlay of SKEL in the input view, c) a side view, d) the top view. We visualize both the skeleton and the transparent
mesh of the estimated SKEL model.



rotation matrices and the pose parameter loss is applied di-
rectly on the elements of the rotation matrix. Finally, we
convert the rotation matrices to Euler angles, which is what
we provide as input to SKEL.

Something that we need to highlight here is that for
joints with three degrees of freedom, we need to regress
six values per joint. This is the common 6D representa-
tion [7, 11, 15, 16], which gives us a 3 x 3 rotation matrix
(after Gram-Schmidt) and corresponds to three Euler an-
gles. Overall, 10 joints among the 24 SKEL joints have
three rotational degrees of freedom. However, SKEL also
has 12 joints with one rotational degree of freedom (e.g.,
knees). In this case, we only need to regress two values
per joint. This gives us the 2 x 2 rotation matrix for this
joint, which corresponds to one Euler angle. Finally, the
only joints with two degrees of freedom are the wrists. In
this case, we simply regress the Euler angles directly. As a
result, the length of our regression target is 88.
Hyperparameters. Most of our hyperparameters mirror
the choices of HMR2.0 [7]. We use AdamW optimizer
with learning rate equal to le—5 and weight decay equal
to le—4. As for the loss weights, we set 0.05 for the 3D
keypoints loss and 0.01 for the 2D keypoints loss. The pa-
rameter losses include the global orientation, the body pose
and the shape. Their weights are 0.002, 0.001, 0.0005 re-
spectively. We train the network on 8§ A6000 GPUs with a
batch size of 78 per GPU (effective batch size 624). We use
half-precision (16 bits) for training. We train our model for
160k iterations.

S.3.1. Pseudo ground truth refinement

SKELify. To enable the refinement of the pseudo ground
truth, we implement a fitting pipeline, similar to SM-
PLify [3], that will allow us to fit the SKEL model to 2D
body keypoints. To be compatible with previous conven-
tions, we call this SKELify. The SKELIify objective for the
2D keypoints reprojection follows [3, 16, 19]:

Eypon(q,8) = Z cip(m(Xi) —af). 2)

Here, p is the Geman-McClure robustifier [6], and c; is
the confidence of the keypoint x;. We already defined
Eshape(8) and E, 50 (q) in the main manuscript. The loss
weights for normalized 2D keypoints loss, shape prior loss
and pose prior loss are 1.0, 5.0%, (4.78 x0.17)? respectively.
For this iterative optimization, we use an LBFGS optimizer
equipped with strong Wolfe line search.

Iterative refinement routine. We execute the SKELIify op-
timization periodically during training. More specifically,
we first warm up our network for 5k iterations. After the
warmup, SKELify runs every 230 steps, and it will run the
optimization on the latest 18k prediction results.

After the optimization, we compare the results of SKE-
Lify, ¢*, *, with the ones that we maintain in our dictio-
nary of pseudo ground truth SKEL parameters. If the SKE-
Lify results have improved keypoint reprojection, then we
update the pseudo ground truth in our dictionary with the
pseudo labels ¢*, 5* acquired by SKELify.

S.4. Ablation

For the ablation experiment (Table 5 of the main paper), we
perform a simpler setting of HSMR, to make it easier to
run more experiments. First, we employ the ViT-B back-
bone [5] for HSMR (pretrained by ViTPose [23]). This
allows us to increase the batch size (from 78 images per
GPU to 300 images per GPU) and train the network on one
GPU only. Additionally, we train on a subset of HSMR’s
training data. Specifically, following HMR2.0 [7], we
choose Human3.6M [9], MPI-INF-3DHP [18], MPII [1],
and COCO [17] for the ablation study. With the reduced
dataset, we train each network for 60k iterations. The rest
of the decision choices remain the same with the main net-
work training, unless explicitly stated by the ablation — i.e.,
“with Euler angles” for the first ablation setting or “without
pseudo GT refinement” for the second ablation setting. In
the ablation, we observe that the ViT-B baseline has better
performance on the 3D metrics, but clearly lags behind the
ViT-H version on the 2D metrics, so we choose ViT-H as
the main backbone of our approach.

S.5. Volume estimation accuracy

To further evaluate the mesh reconstruction, we perform an-
other experiment which considers the accuracy of the recon-
structed volume. This volume is tightly connected to the
body shape parameters, 3. In general, methods that regress
SMPL parameters tend to be less accurate in terms of the
body shape 3. We observe this qualitatively for HSMR too.
As a sanity check, we compare HSMR with our main base-
line, HMR2.0 [7], on volume estimation accuracy (in dm?
or Liters) for datasets that provide ground truth meshes. For
3DPW [21], HMR2.0 has a volume error of 13.3 dm?®, while
HSMR has 11.8 dm®. Similarly, on MOYO [20], HMR2.0
has a volume error of 12.9 dm3, while HSMR is again better
at 42 dm®. Although the sample is small (indoor datasets
only include a few individuals), this indicates that HSMR is
in a similar ballpark with HMR2.0.

S.6. Evaluation

For the evaluation, we adopt the same protocols with pre-
vious work [7] to be compatible with their evaluation. This
includes reporting results on Human3.6M [9], 3DPW [21],
COCO [17], PoseTrack [2] and LSP Extended [10]. The
metrics are also consistent with previous work. For 3D met-
rics we report MPJPE and PA-MPIJPE, as they are defined



in [9, 12, 25]. For the 2D metrics we report PCK at different
thresholds as defined in [24].

The only dataset that is new to our evaluation is
MOYO [20]. For MOYO, we report results on the whole
validation subset (rouhgly 155k frames). We evaluate our
results on the 3D joints using the 24 SMPL joints, and ad-
ditionally on the SMPL mesh vertices. For the vertex-based
evaluation, we consider the Mean Per Vertex Position Er-
ror (MPVPE), as defined in [4, 19], as well as PA-MPVPE,
which is the Procrustes Alignment version of this metric.
For the evaluation on MOYO, we use the improved SMPL
fits (v2 of the dataset — check this GitHub issue for more de-
tails). Our original results were using the first version of the
dataset, but we have updated all the tables with the recently
released and improved SMPL ground truth.

Regarding the rotation violation, SKEL provides de-
grees of freedom across the realistic rotation axes only, so
we evaluate whether the predicted body configuration from
HSMR violates the known joint limits. For SMPL, we first
convert the predicted axis angle rotations from the various
methods to Euler angles. Then, we evaluate the violation
along each axis and for each joint of interest (i.e., knees,
elbows) we select the maximum violation along these axes.
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