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1. Details of DocMark-Instruct Dataset
We provide a detailed overview of the DocMark-Instruct
dataset, which is designed to enhance the document under-
standing and context grounding capabilities of MLLMs in
document-related scenarios. The dataset contains data from
six distinct domains, including Text-based QA, Document-
based QA, Chart-based QA, Key Information Extraction,
Webpage-based QA and Mathematical QA. To enrich the
dataset, we make use of multiple public datasets. Addition-
ally, we also include in-house data created through care-
ful curation. The domain distribution and statistics of our
dataset are shown in Sec. 2.2.

2. Prompt Design
2.1. Prompt for Different Pretraining Tasks on

DocMark-Pile

For multi-task pretraining on DocMark-Pile, we utilize a va-
riety of instruction prompts specifically designed for each
markup language generation task. These prompts not only
guide the model during pretraining but also enhance its ver-
satility in tackling diverse markup translation challenges.
Some examples of the prompts utilized during pretraining
are listed in Tab. 2.

2.2. Prompt for Creating the DocMark-Instruct
Dataset

As outlined in Section 3.2.2 of the main paper, we em-
ploy ChatGPT-3.5 to generate immediate context for our
DocMark-Instruct dataset. Specifically, we prompt the
model to extract relevant information from the provided
markup language necessary for answering the questions.
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Task Source Dataset Markup Type #Num.

Text-based QA
TextVQA [16] txt, txt gd 29k

STVQA [1] txt, txt gd 26k
EST-VQA [18] txt, txt gd 8k

Document-based QA
DocVQA [13] md 31k
InfoVQA [12] md 12k
Docmatix [8] md 50k
In-house data md, latex 12k

Chart-based QA
ChartQA [11] json 44k
PlotQA [14] json 146k
DVQA [6] json 77k

Key Information Extraction

POIE [7] json 2k
SROIE [4] json 0.6k
FUNSD [5] json 0.1k

XFUND [19] json 0.2k

Webpage-based QA
WebSRC [2] html 59k
In-house data html 4k

Mathematical QA
Geo170k [3] tikz 48k

Geometry3k [10] tikz 2k
MultiMath [15] tikz 50k
In-house data tikz 17k

Total - - 624k

Table 1. Overview of the DocMark-Instruct Dataset.

It is important to note that some questions may not re-
late directly to the textual information; for instance, cer-
tain questions may only require general knowledge for an-
swers. In such cases, we instruct the model to respond with
"unclear", indicating that the textual information is not
applicable. This approach helps prevent inaccurate anno-
tations and mitigates the risk of model hallucinations. The
detailed prompt template is provided in Fig. 2.

1



3. Performance Analysis

3.1. Qualitative Evaluation

For the qualitative evaluation, we offer more visualizations
of the generated results by our DocMark, particularly on
generating PDF documents, webpages, and scientific dia-
grams. As shown in Fig. 3 and Fig. 4, our model is capa-
ble of maintaining the textual and layout information effec-
tively. It should be noted that our method might not preserve
the style information, such as font sizes and colors, very
well. This is because our pre-training mainly concentrates
on parsing the structured information within the documents.
Learning the main textual and layout representations is suf-
ficient for our document understanding tasks.

3.2. Evaluating Accuracy with and without CoT
Prediction

We present a series of ablation experiments comparing:
(1) vanilla models with direct CoT prompting, (2) mod-
els trained on DocMark-Pile and DocMark-Instruct with
CoT fine-tuning removed, and (3) our full model. As
shown in Tab. 3, the vanilla models including Qwen2-VL
and LLaVA-OneVision, despite being trained on extensive
datasets, exhibit significant performance degradation com-
pared to their unmodified counterparts, indicating a limited
capacity for explicit reasoning. The primary issue lies in
these models’ inability to effectively comprehend the doc-
ument layout and derive accurate context from it. Notably,
using CoT prompting with DocMark-Pile pre-trained mod-
els, even without CoT fine-tuning, surpasses the baseline
performance. Moreover, the vanilla models struggle to as-
sociate context with the question due to their inherent train-
ing methods that focuses on direct prediction. In contrast,
our full approach, which incorporates end-to-end CoT fine-
tuning, leads to superior performance. This suggests that
the enhancements in our original approach are primarily at-
tributed to the effectiveness of the CoT component rather
than solely introducing more data.

3.3. Demonstrations of Adaptive Context Genera-
tion

To better showcase the adaptive generation capability of
DocMark, we present additional demonstrations regarding
downstream document understanding tasks in Fig. 5. This
emphasizes our model’s capacity to identify crucial infor-
mation within documents and offer contextually-grounded
answers, thereby enhancing the model’s interpretability. By
initially recognizing the document format, locating the area
of interest, and extracting relevant structured representa-
tions, our model enhances both the accuracy of text recogni-
tion and the depth of understanding, which directly impacts
the quality of the generated answers.
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Figure 1. Token count comparison across various datasets.
We visualize the distribution of image tokens, context tokens, and
original question-answer tokens on different datasets.

3.4. Token Efficiency

Since our adaptive generation pipeline incorporates addi-
tional auxiliary context tokens to derive final answers, we
need to evaluate its impact on computational efficiency. To
investigate this, we compare the number of image tokens,
context tokens, and original question-answer tokens across
several representative datasets. As demonstrated in Fig. 1,
image tokens account for the majority of the total token
count due to the adopted dynamic resolution strategy. In
contrast, context tokens contribute only a small number of
tokens compared to both image tokens and original conver-
sational tokens. This indicates that our method effectively
provides highly condensed contextual information, allevi-
ating the limitations of relying solely on image tokens and
improving the overall understanding of the document with
minimal computational cost.
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Task Prompt

Text Recognition
Kindly recognize the text from the image.
How can I extract the text from the image?
What text is in the image that can be extracted?

Text Grounding
Can you perform text extraction with grounding?
Please detect the text with grounding from the image.
Recognize the text with grounding from the image.

Image to Markdown
Parse the image into a proper markup language format.
How to convert text from the image to markdown format?
How to extract text from the image and change it to markdown format?

Image to LaTeX
Convert the image into a structured format.
How to extract and translate text from the image to LaTeX format?
How can I convert text from the image to LaTeX format efficiently?

Image to HTML
What is the HTML code corresponding to this image?
Generate the HTML code.
Parse the image into an appropriate markup language format.

Webpage Summarization
What is the main idea of this webpage screenshot?
What are the main information points of the webpage shown in the image?
What is the key message conveyed by this webpage image?

Image to JSON
Extract text from the image in JSON format.
Output the image text as JSON.
Represent the image text in a structured format.

Image to TikZ
I need to get the code for drawing this image.
What is the TikZ code for this image?.
Please show me the TikZ code for displaying this image.

Table 2. Examples of prompts for different pretraining tasks on DocMark-Pile.

Base Model Training Inference DocVQA ChartQA MathV

Qwen2-VL-2B [17]
vanilla vanilla 89.2 73.5 20.1

CoT 84.9 55.5 13.8

DocMark(w/o CoT) vanilla 87.7 69.3 18.6
CoT 88.2 72.8 19.2

DocMark(full) CoT 89.8 77.1 22.4

LLaVA-OneVision-7B [9]
vanilla vanilla 88.7 80.8 21.7

CoT 87.2 78.4 21.4

DocMark(w/o CoT) vanilla 87.0 79.1 21.5
CoT 88.2 80.4 22.0

DocMark(full) CoT 90.1 83.4 23.2

Table 3. Comparison of model performance with and without CoT fine-tuning.
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You are provided with a question related to a document image and its parsed results in various markup formats.
Your task is to extract relevant content to answer the question.

Instructions

1. Input Components:
   - Question: A specific inquiry related to the document.
   - Answer: The known answer to the question.
   - Parsed Results: A collection of text extracted from the document in various markup formats.

2. Markup Formats to Recognize:
   - `<txt></txt>`: Plain text from the document.
   - `<txt_gd></txt_gd>`: Text with coordinates for context.
   - `<md></md>`: Markdown representation of the content.
   - `<latex></latex>`: LaTeX code for generating the document.
   - `<html></html>`: HTML code for webpage.

3. Extraction Guidelines:
   - Extract and compile all relevant content that may assist in answering the question.
   - Ensure that the extracted content retains its original formatting.
   - Do not alter or modify any of the content during extraction.

4. Output Requirements:
   - Provide all relevant extracted text.
   - If no pertinent information is found in the parsed results, or if the question can be answered without them,
respond with 'unclear'.

Input:
- Question: <Question>
- Answer: <Answer>
- Parsed Results: [<type>(parsed results)</type>]

Your Output:
- [Extracted content or 'unclear']

Figure 2. Prompt for creating the DocMark-Instruct dataset.
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Original Document Generated by DocMark

Figure 3. Visualization on generated documents by DocMark.



Original Document Generated by DocMark

Figure 4. Visualization on generated documents by DocMark.



To answer the question: What are the 2
educational/stationary brands of ITC?
extract the relevant context from the image.

<md>In addition, brands like Classmate and Paperkraft in
Education & Stationery products</md>

Image

classmate and paperkraft

Based on the image and extracted context, answer
the question.

To answer the question: What
was the value of B2C sales to
private customers in 2019?
extract the relevant context from
the image.

<json>{"title": "None", "source": "None", "x_title": "None",
"y_title": "Sales in billion GBP", "values": {"Sales to private
customers (B2C)": {"2014": "119.3", "2015": "118.5", "2016":
"134.1", "2017": "159.4", "2018": "188.3", "2019": "197.1"},"Sales
to businesses or public authorities (B2B)": {"2014": "108.1",
"2015": "118.2", "2016": "113.8", "2017": "137.2", "2018": "166.1",
"2019": "159.3"}}}</json>

Image

197.1

Based on the image and extracted context, answer
the question.

Figure 5. Visualization on generated documents by DocMark.
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