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A. Data and Code Availability
The code and our MangaSeg annotation are publicly
available at https://huggingface.co/datasets/
MS92/MangaSegmentation. Our annotation is re-
leased under a customized license that shares the same spirit
as the Creative Commons Attribution 4.0 International Li-
cense (CC BY 4.0). The existing annotation is currently
self-contained. However, we have committed to ongoing
updates for at least one or two years. If any issues arise with
the annotation (such as inaccuracies, missing annotations, or
other anomalies), we will promptly address them to maintain
data quality.

B. Manga109 Dataset
Before getting into the details of our segmentation anno-
tation, we need to briefly introduce Manga109 and their
bounding box annotations. The Manga109 dataset is a col-
lection of Japanese comic books, consisting of 109 volumes
created by 94 professional manga authors [8]. Permission to
use the Manga109 dataset is granted by the author of each
work included in the dataset on the condition that the dataset
will be used for academic purposes in non-profit organiza-
tions, for research-related purposes such as experimentation
and publication of academic papers.

B.1. Manga109 Annotations

The dataset includes annotations for frames, speech texts,
character faces, and character bodies, with over 500,000
total annotations [1] (Fig. 1(a)). Each volume of manga
corresponds to a single xml file. Each page gives overview
(page number, size of the image) and objects information
in the page. There are four categories of objects. For
each object, object ID, its rectangular area (xmin, xmax,
ymin, ymax), and additional information specific to the
object type are given. They also provide manga109api
https://github.com/manga109/manga109api,
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Figure 1. (a) Manga109 defines four different bounding box an-
notations (Frame, Text, Character Face and Character Body) and
content annotations (Text Content and Character Name). (b) In
our annotation, we define six object categories: frame, text/dialog,
onomatopoeia, character body, character face, and balloon. For
better visualization, we highlight their boundaries in the figure.
AppareKappore ©Kanno Hirosh [1]

which is a simple python API to read annotation data. For
more details, please refer to their official website http:
//www.manga109.org/en/annotations.html.

There are some additional annotations in Manga109.
Character gives the correspondence between each charac-
ter’s name and its ID while text also label the text content.
The text is further extended with speaker-to-text annotation

1

https://huggingface.co/datasets/MS92/MangaSegmentation
https://huggingface.co/datasets/MS92/MangaSegmentation
https://github.com/manga109/manga109api
http://www.manga109.org/en/annotations.html
http://www.manga109.org/en/annotations.html


[4]. They also provide the COmic Onomatopoeia annotation
(COO), i.e. onomatopoeia text [2].

C. MangaSeg Annotations

As redistribution of any part of the Manga109 dataset to
third parties is forbidden, we only provide our MangaSeg an-
notation at https://huggingface.co/datasets/
MS92/MangaSegmentation. We also provide code to
access the content annotations in the Manga109 dataset.

C.1. Data Structure

In our annotation, we define six object categories: frame, tex-
t/dialog, onomatopoeia, character body, character face, and
balloon, as shown in Figure 1(b). We create our dataset with
COCO-style JSON annotation. Our annotations are provided
in JSON format, with each file corresponding to each vol-
ume (Listing 1). Each annotation contains “info,” “licenses,”
“images,” “annotations” and “categories” fields. The “im-
ages” field contains a list of images of the volume with “id,”
“width,” “height” and “file_name.” The “annotations” field
contains a list of annotations detected in the images. Each
annotation element in the list includes “id,” “image_id,” “cat-
egory_id,” “bbox,” “area,” and “segmentation” fields. The
“segmentation” field is RLE format for segmentation masks.
The “categories” field defines a unique ID for each of the six
categories of manga components, i.e. “frame”: 1, “text”: 2,
“face”: 3, “body”: 4, “balloon”: 5, “onomatopoeia”: 6. We
also provide example code to visualize our annotations.

D. Dataset Motivation and Intended Uses

The original bounding box annotations in Manga109 dataset
is not sufficient for many manga-related applications, such
as manga inpainting [15], manga localization [14, 17] and
manga retargeting [16]. In contrast, our dataset creation
pipeline is designed for generating training data that suits for
deep learning-based instance segmentation models of manga
images. It allows us to identify individual components within
a manga page. By segmenting these components, we shall
be able to achieve more accurate analysis (both geometry
and semantic) of the manga.

One of the most promising applications of this technique
is the automatic digital migration of manga using text seg-
mentation and onomatopoeia segmentation [17]. The charac-
ter body segmentation effectively separates characters from
the background, making it easier to animate them or integrate
them into different scenes. The character face segmentation
can help to better identify the facial expression and even
produce simple speaking animation (probably with lip-sync).
The balloon segmentation can facilitate the background in-
painting tasks and motion manga. By leveraging with the
detailed content annotations in Manga109 (as described by

[1]), such as character identification, we can explore addi-
tional use cases, such as instance-level manga colorization.

Beyond its immediate benefits, our annotation opens up
groundbreaking possibilities for the research community.
The impact of manga instance segmentation extends beyond
creators and editors. It enriches the manga reading experi-
ence by enabling dynamic motion (through image-to-video
generative model) and interactive features. We enthusias-
tically invite contributions from the community to further
explore the potential applications of our segmentation anno-
tation.

E. Benchmark results

E.1. Data split of the dataset

The following per domain split of the data has been used for
the experiments. In this work, we use the Pytorch toolkit [10]
to conduct all experiments on four nVidia GeForce RTX
3090 GPUs with a batch size of 8. We fine-tune the SAM
mask decoder model with additional instance tokens, which
includes fine-tuning the image encoder as well [5]. Training
spans 100 epochs using the AdamW [7] optimizer with a
learning rate of 0.002.

E.2. Experimental Results

More qualitative examples can be found in Fig-
ures 4, 3, 5, 6, 7. To enhance visualization, we overlay
the detected masks onto the original manga images. Our
results demonstrate that fine-tuning our model with an
augmented dataset significantly improves its performance
compared to the original SAM model. The distinctive
features of manga in our augmented dataset improve the
ability of the model to handle exaggerated drawing styles
and the black-and-white screentone filled characteristics
more effectively. GroundedSAM [11] may struggle with
understanding black-and-white manga images due to domain
gaps. For non-learning-based methods, e.g. [6] for balloon
extraction and [9] for frame/panel extraction, our fine-tuned
model exhibits significant improvement and remains robust
even in the presence of unclosed regions. Regarding text
and body extraction, models trained on datasets with paired
manga images and corresponding labeling masks, such as
[3] and [5], perform better than GroundedSAM [11]. This
highlights the critical role of segmentation annotation in the
dataset.
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import json
import os
import pycocotools.mask as maskUtils
from PIL import Image
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annotations = img_annotation_dict[img_id]

for ann in annotations:
if ann['category_id'] == cat_id:

mask = rle2mask(ann['segmentation'])
visualize[mask > 0] = np.random.randint(0, 255, (1, 3))

if visualize is not None:
visualize = Image.fromarray(visualize)
os.makedirs(os.path.dirname(img_info['file_name']))
visualize.save(img_info['file_name'])
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Figure 3. Frame segmentation using existing methods. YukiNoFu-
ruMachi ©Yamada Uduki [8]
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Figure 4. Balloon segmentation using existing methods. YukiNo-
FuruMachi ©Yamada Uduki [8]
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Figure 5. Character body segmentation using existing methods.
YamatoNoHane ©Saki Kaori [8]
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Figure 6. Character face segmentation using existing methods.
YamatoNoHane ©Saki Kaori [8]
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Figure 7. Text segmentation using existing methods. UltraEleven
©Yabuno Tenya, Watanabe Tatsuya [8]
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