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Supplementary Material

1. Introduction

The supplementary materials primarily include the follow-
ing content:

• The specific structure of the used networks.

• Additional visual results.

2. Details of RDNet

RDNet consists of three main modules: an motion prior en-
coder, an image encoder, and an image decoder, as shown
in Figure 1.

The motion prior encoder. The primary function of the
motion prior encoder is to encode the motion prior feature
M (or M ′) into multi-scale features. The motion prior en-
coder consists of three levels, each containing two residual
blocks and a down-sampling block composed of a convo-
lutional layer and a strided convolution layer. The features
output by the second residual block at each level are injected
as F k

m into the corresponding level of the image encoder. (k
denotes the level number.)

The image encoder. The image encoder encodes the
input blurry image B while integrating motion prior infor-
mation F k

m and image features F k
i . The three levels of the

image encoder correspond to the three levels of the motion
prior encoder. Each level includes a residual block, two
dual-attention channel fusion block (DACFB), and a down-
sampling block. The two DACFB at each level operate in
a sequential manner, receiving the corresponding F k

m to in-
corporate motion information into the image features.

The image decoder. The image decoder receives the
multi-level image features output by the image encoder and
produces the final sharp image S. Each level in the im-
age decoder contains an up-sampling block and two resid-
ual blocks, receiving the sum of the features processed by
the previous level and the skip connection features as input.
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Figure 1. The architecture of the Regression Deblurring Network
(RDNet).
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Figure 2. The architecture of the network ϵθ in the MPG-Diff.

3. Details of the network ϵθ

The network ϵθ in the Motion Prior Generation Diffusion
Model (MPG-Diff) serves as a noise predictor used in the
reverse process. The network ϵθ is based on a U-Net ar-
chitecture, as shown in Figure 2. It takes as input the cur-
rent iteration step t, the motion prior feature Mt at step t,
and other conditions, and outputs the predicted noise for the
subsequent reverse denoising process.

The step t is passed to a multilayer perceptron (MLP)
to generate the corresponding embedding feature.This em-
bedding feature is passed to the residual blocks and self-
attention blocks within the U-Net to provide awareness of
the current denoising step.

To balance performance and memory usage, we add self-
attention blocks only at the two lowest levels of the U-Net.
Each of these self-attention blocks is preceded by a residual
block.

During the third training stage, only the network param-
eters of the self-attention blocks are updated. The gradients
of the other network blocks are not recorded, which reduces
the memory usage during training.

4. More Visual Comparison Results
We provide additional visual comparisons on benchmark
datasets in Figure 3 - 8. We compare our EGDeblurring
method with several recent state-of-the-art image deblurring
methods, including HINet [1], FFTformer [2], AdaRevD
[3], HI-Diff [2], Stripformer [6] and Restormer [7]. For vi-
sual results on the GoPro dataset [4], we prioritize using the
results or models provided by each respective method. We
train all models on the REBlur [5] dataset in a fair manner
for comparison.

As shown in Figures 3–6, our method achieves superior
detail restoration in complex blurry scenes. As shown in
Figures 7–8, our method achieves improved deblurring per-
formance in real-world deblurring scenarios.
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Figure 3. Qualitative results on the GoPro dataset. From left to right: blurry image, results from HINet [1], FFTformer [2], AdaRevD [3],
HI-Diff [2], Restormer [7], EGDeblurring (ours), and ground truth.
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Figure 4. Qualitative results on the GoPro dataset. From left to right: blurry image, results from HINet [1], FFTformer [2], AdaRevD [3],
HI-Diff [2], Restormer [7], EGDeblurring (ours), and ground truth.
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Figure 5. Qualitative results on the GoPro dataset. From left to right: blurry image, results from HINet [1], FFTformer [2], AdaRevD [3],
HI-Diff [2], Restormer [7], EGDeblurring (ours), and ground truth.
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Figure 6. Qualitative results on the GoPro dataset. From left to right: blurry image, results from HINet [1], FFTformer [2], AdaRevD [3],
HI-Diff [2], Restormer [7], EGDeblurring (ours), and ground truth.
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Figure 7. Qualitative results on the REBlur dataset. From left to right: blurry image, results from HINet [1], FFTformer [2], Stripformer
[6], HI-Diff [2], Restormer [7], EGDeblurring (ours), and ground truth.
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Figure 8. Qualitative results on the REBlur dataset. From left to right: blurry image, results from HINet [1], FFTformer [2], Stripformer
[6], HI-Diff [2], Restormer [7], EGDeblurring (ours), and ground truth.
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