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Raw data from the Internet Video clipping and filtering

1）Spleeter: Separate vocals and BGMs;

2）VAD: Get the start and end timestamps;

3）Slice: Left singer as 𝑠1 , right singer as 𝑠2 .

MTCNN Face Detection

𝑆𝑒𝑞𝑠𝑦𝑛𝑐 = 𝑆𝑒𝑞𝑠1 ∩ 𝑆𝑒𝑞𝑠2

EMOCA V2 3D Face Reconstruction FLAME Visualization

Figure 1. Overview of ChorusHead Dataset Collection. An efficient workflow includes two stage: data preparation and preprocessing.

Figure 2. EMOCA(leftmost) vs. EMICA(rightmost).

1. ChorusHead Dataset

Figure 1 illustrates the overview of ChorusHead Data Col-
lection, which consists of two main stages: data prepara-
tion and preprocessing. Voice activity detection(VAD) [1] is
used to detect and filter valid segments from the raw data. In
the initial phase, to select an appropriate facial reconstruc-
tion model, we conducted extensive comparisons and finally
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adopted EMOCA [2], as shown in Fig. 2. The left panel
represents EMOCA, while the right panel illustrates EM-
ICA, a combination of DECA [3], EMOCA, SPECTRE [4]
and MICA [5]. We observed that EMOCA achieves a bal-
ance between facial expression and mouth reconstruction
accuracy, which is particularly crucial in singing scenar-
ios where facial expressions play a vital role. The recon-
structed FLAME [6] facial coefficients is decomposed into
facial expression coefficients ↵ 2 R50, jaw coefficients
✓ 2 R3 and pose coefficients � 2 R3. In methodlogy sec-
tion, we classify jaw coefficients as part of the expression
coefficients, thus representing the expression coefficients as
↵ 2 R50+3. Therefore, we denote each singer’s motion as
f i = {↵,�} 2 RD=53+3=56.

2. More Results

For more visualized results generated by PaChorus, please
refer to https://xxiexm.github.io/PaChorus/.
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