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Figure 1. Network structure of classifier.

In this supplementary file, we provide the following materi-
als:
1. Details of classifier.
2. Descriptions of DilationBench and HumanBench.
3. Comparison with lora-based few-step image inpainting

models.
4. Discussion of FID and user study.
5. More qualitative comparisons on DilationBench and Hu-

manBench.
6. More visual results for ablation studies.

1. Details of Classifier
As mentioned in the main paper, TurboFill integrates both
GAN and diffusion losses to enhance image realism and
style coherence. To compute the GAN loss, we map
the feature output from the assistant encoder into a one-
dimensional vector using a classifier, shown in Fig. 1.
Specifically, the classifier consists of Conv2d layers, Group-
Norm layers [12], and SiLU activation layers [5]. Starting
with the feature map from the assistant encoder, the classi-
fier uses 5 Conv2d layers to progressively reduce the spatial
dimensions from from 32× 32 to 1× 1.

2. Descriptions of DilationBench and Human-
Bench

As shown in Fig. 2, the images of DilationBench and Hu-
manBench are crawled from Pexels1 .

For dilationBench, we employ Florence2 [13] to per-
form the dense region caption task using the prompt
<DENSE REGION CAPTION>. This task localizes pri-
mary objects in the images and generates concise textual
descriptions for them. These descriptions are subsequently
fed into SAM [9] to extract the corresponding segmentation
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Figure 2. Data collection process.

masks. Based on the obtained masks, we first perform the
erosion operation using an 8×8 kernel of ones (all-ones ker-
nel), followed by a dilation operation to generate the final
segmentation mask. Each operation is applied for 2 itera-
tions. The inpainting prompt describes the content within
the segmentation region of the original image.

For humanbench, we adopt the photoshop and manually
label the segmentation mask. The inpainting prompt is also
manually written.

3. Comparison with LoRA-based Few-Step
Image Inpainting Models

For inpainting methods [1, 4] that train the base model,
directly replacing the base model with few-step diffusion
models leads to poor results. However, these models can
benefit from acceleration by using few-step LoRA [6].
Specifically, for BLD and SDXL-Inpainting, we utilize the
4-step LoRA released by DMD2 [14], combined with the
LCMScheduler [8], to construct 4-step versions of BLD [1]
and SDXL-Inpainting [4]. PowerPaint V2 is based on SD
1.5 [11] and BrushNet. Since DMD2 only offers a LoRA
version compatible with SDXL, we use the acceleration
LoRA provided by HyperSD [10]. The quantitative results
for these three LoRA-based few-step inpainting models are
presented in the Tab. 1 and Tab. 2.

The results on DilationBench and HumanBench reveal
that the 4-step models accelerated using LoRA exhibit a
significant performance drop compared to the original 50-
step models, with the 4-step PowerPaint V2 performing the
worst. Moreover, the acceleration achieved with LoRA falls
far short of that achieved by models capable of replacing
the base model, such as BrushNet. Among these few-step
image inpainting models, TurboFill demonstrates the best
performance.



Metrics Mask Region Quality Whole Image Quality Text-Align
Method Q-Align CLIPIQA+ TOPIQ Q-Align CLIPIQA TOPIQ CLIP Sim

Multi-Step (50 steps)

BLD 4.1836 0.6874 5.1781 4.3320 0.6791 5.4662 24.884
HD-Painter 3.9727 0.6611 4.9345 4.4805 0.6439 5.4566 25.585

SDXL-Inpainting 4.2461 0.6666 5.1533 4.6172 0.6695 5.5409 24.848
BrushNet-Rand 4.2617 0.6729 5.1738 4.6289 0.6818 5.5779 21.634

BrushNet* 4.4492 0.7139 5.2744 4.6211 0.6958 5.5658 25.389
PowerPaint V2 4.7773 0.7765 5.5468 4.7227 0.7371 5.6474 26.256

Few-Step (4 steps)

BLD 3.5469 0.5552 4.9605 4.0312 0.6321 5.4149 24.677
SDXL-Inpainting 3.5469 0.5024 5.0080 4.1289 0.5930 5.4034 24.726

PowerPaint V2 2.7949 0.5958 4.8472 3.3164 0.6366 5.1755 22.279
BrushNet-Rand 4.1602 0.6538 4.9927 4.5547 0.6608 5.4599 21.831

BrushNet* 4.1836 0.6572 4.9939 4.4492 0.6427 5.3961 25.341
Ours 4.5703 0.7332 5.2753 4.7188 0.7111 5.5392 25.352

Table 1. Quantitative comparisons among TurboFill and other diffusion based inpainting models in DilationBench. Red and blue indicates
the best multi-step and the best few-step performances, respectively.

Metrics Mask Region Quality Whole Image Quality Text-Align
Method Q-Align CLIPIQA+ TOPIQ Q-Align CLIPIQA TOPIQ CLIP Sim

Multi-Step (50 steps)

BLD 4.1523 0.6908 5.2996 3.9062 0.6579 5.4199 24.767
HD-Painter 3.9844 0.6493 5.0873 4.2070 0.6119 5.4381 25.996

SDXL-Inpainting 3.9551 0.6405 5.2040 4.0469 0.6288 5.4565 24.041
BrushNet* 4.2578 0.7063 5.4340 4.0898 0.6694 5.5480 25.366

PowerPaint V2 4.5586 0.7529 5.5475 4.3633 0.7112 5.6338 26.264

Few-Step (4 steps)

BLD 3.8438 0.5963 5.1622 3.8242 0.6139 5.3520 25.244
SDXL-Inpainting 3.1816 0.4363 4.9627 3.4805 0.5113 5.2137 24.057

PowerPaint V2 2.7012 0.5641 4.7546 2.9180 0.5855 4.9632 20.847
BrushNet* 4.0508 0.6327 5.1041 4.1484 0.6003 5.3505 25.473

Ours 4.4727 0.7257 5.3865 4.3203 0.6822 5.4992 25.710

Table 2. Quantitative comparisons among TurboFill and other diffusion based inpainting models in HumanBench. Red and blue indicates
the best multi-step and the best few-step performances, respectively.

We also visualize the comparison of few-step image
inpainting methods in Fig. 3. It is evident that SDXL-
Inpainting and PowerPaint V2 produce results with poor
details and often fail to align with the prompt (e.g., rows
2 and 4). The results of BLD are slightly better, but they
still exhibit noticeable artifacts (e.g., rows 2, 3 and 5) and
occasionally generate outputs completely misaligned with
the prompt (e.g., row 6). Similarly, BrushNet* sometimes
aligns only partially with the prompt (e.g., rows 1 and 3).
In contrast, TurboFill consistently produces prompt-aligned
results with realistic details, rich textures, and seamless
scene harmonization.

4. Discussion of FID and User Study
Fréchet Inception Distance (FID), which measures the dis-
tance between feature distributions of generated images and
a ground truth (GT) dataset, is adopted as a primary evalu-
ation metric in many Image Inpainting works [2, 3]. How-
ever, we find that FID does not reliably reflect the visual
quality of results.

To investigate this issue, based on 5 images (Figure 3 in

the main paper), we calculate FID scores of four methods.
The results as shown in Tab. 3. Our analysis shows that
when we use the original images (5 images) as GT, Brush-
Net* (50 steps) achieves the best performance while Tur-
boFill is visually better. However, when we switch to a dif-
ferent GT dataset (300 images within DilationBench), Tur-
boFill performs the best. This indicates that FID is highly
sensitive to the choice of GT and, therefore, is not a reliable
metric for evaluating inpainting results.

Considering that the ultimate goal of existing metrics is
to align with human rater preferences, we directly conduct
the user study to evaluate the results of different image in-
painting methods. Specifically, we design two separate user
studies: one comparing TurboFill with multi-step methods
and the other comparing TurboFill with few-step methods.
For each comparison group in the user study, we randomly
shuffle the order of results from all methods and ask par-
ticipants to select the highest-quality and most natural im-
age, aligned with the prompt. Each user study includes 30
groups of images, and we invite 20 participants to take part
in the evaluation.



‘’A dragonfly with translucent wings mid-flight’’

‘’A pair of vintage leather boots with brass buckles’’

‘’A snow-covered sculpture of a flamingo’’

‘’A large pink bow on top’’

‘’A whimsical gnome with a pointed hat’’

Input Image BLD (4-steps) SDXL-Inpainting (4-steps) PowerPaint V2 (4-setps) BrushNet* (4-steps) Ours (4-steps)

‘’A porcelain plate with intricate multicolored geometric designs, centered with a bold pattern’’

Figure 3. Comparison of few-step image inpainting methods on DilationBench. Compared to other few-step image inpainting models,
TurboFill produces results that align more effectively with the prompt. Furthermore, TurboFill generates more realistic details and textures
while achieving effective scene harmonization. (Zoom in for best view)



Methods Multi-step (50 steps) Few-step (4 steps)
Metrics BrushNet* PowerPaint V2 BrushNet* TurboFill

FID ↓ (5 images) 29.3350 37.4552 31.8095 33.1541
FID ↓ (300 images) 90.6107 91.9412 89.8712 89.8300

Table 3. Evaluation results based on the FID metric. The FID scores exhibit significant variability when applied to different GT datasets,
indicating that FID is not a suitable metric for assessing diffusion-based image inpainting tasks.
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Figure 4. The results of user studies. We design two separate user studies: one comparing TurboFill with multi-step methods (left pie
chart) and the other comparing TurboFill with few-step methods (right pie chart). It is evident that TurboFill’s results are more favored by
participants.

The results of user study are shown in Fig. 4. When
comparing against multi-step image inpainting methods,
including BrushNet [7], PowerPaint V2 [2], and SDXL-
Inpainting [4], over 70% of participants prefer TurboFill, as
shown in the left pie chart. They highlight its ability to pro-
duce more natural and detail-rich results. When comparing
against few-step methods, including BrushNet, PowerPaint
V2, SDXL-Inpainting, and BLD [1], TurboFill is favored by
approximately 64% of participants, as shown in the right pie
chart. Notably, PowerPaint V2, when accelerated with Hy-
perSD’s LoRA [10], generates blurred results with a lack of
high-frequency details, as seen in Fig. 3, which likely con-
tributes to its lower preference.

5. More Qualitative Comparisons
We present additional qualitative comparisons based on Di-
lationBench (Fig. 5) and HumanBench (Fig. 6, Fig. 7). For
DilationBench, SDXL-Inpainting and BrushNet* (50 steps)
often only partially reflect the prompt content in their results
(e.g., rows 4 and 6). PowerPaint V2 exhibits significant dis-
tortion issues (e.g., rows 1, 3, and 5), while BrushNet* (4
steps) occasionally produces oversaturated results (e.g., row
3). In contrast, our method demonstrates excellent detail
preservation (e.g., the fur of animals) and achieves a har-
monious overall image without overexposure.

For DilationBench, as shown in Fig. 6 and Fig. 7, it is
observed that SDXL-Inpainting often fills the background
into the inpainted areas (e.g., rows 3, 4, and 5 (Fig. 6)). In

comparison, BrushNet* (50 steps) frequently produces re-
sults misaligned with the prompt (e.g., rows 3 and 5 (Fig. 6),
row 3 (Fig. 7)) and introduces noticeable artifacts (e.g.,
row 2 (Fig. 6)). PowerPaint V2, on the other hand, gen-
erates results with significant distortions (e.g., rows 1 and 3
(Fig. 6), row 5 (Fig. 7)). BrushNet* (4 steps) exhibits ev-
ident overexposure issues (e.g., rows 1, 2, and 4 (Fig. 6),
row 5 (Fig. 7)). Unlike other methods, TurboFill produces
results that are more harmonious, with richer details, and
effectively adheres to the prompt.

6. Visual Results for Ablation Studies
Starting from TurboFill, we remove LBG, LF

Diff , and LR
Diff

in sequence, with qualitative results shown in Fig. 8. In the
visualizations, we see that without LBG, the color of back-
ground region changes noticeably, creating a sharp bound-
ary between the fill-in and background regions. Further re-
moving LF

Diff introduces conflicting elements (i.e., house)
in the fill-in region, suggesting the discriminator fails to
fully capture the holistic scene. Finally, without LR

Diff , rely-
ing only on GAN loss, the inpainted images exhibit not only
inconsistencies with the background but also poor texture
and detail. This highlights that GAN loss alone struggles
to close the gap between fake and real latents. Only when
combining LF

Diff , LR
Diff , and LBG in GAN training does the

model achieve enhanced texture, detail, and effective scene
harmonization between fill-in and background regions.



‘’Yellow baby chick on wooden surface’’

‘’A red squirrel standing on its hind legs with its front paws in the air’’

‘’White sculpture of man with blue hat and flower on head’’

‘’Llama with colorful hat and scarf’’

‘’Cat figurine with paintbrush’’

Input Image SDXL-Inpainting (50-steps) BrushNet* (50-steps) PowerPaint V2 (50-setps) BrushNet* (4-steps) Ours (4-steps)

‘’Woman blowing soap bubbles in field’’

Figure 5. Comparison of previous inpainting methods and BrushNet on DilationBench. Compared to other methods, TurboFill generates
more realistic details and textures in just 4 steps, while achieving good scene harmonization. (Zoom in for best view)



‘’A monarch butterfly with orange and black wings’’

‘’A pumpkin lantern wearing a wizard's hat’’

‘’A red apple with a glossy surface’’

‘’A small round gift box covered in gold glitter with a white bow’’

‘’A fluffy brown teddy bear wearing a tiny hat’’

Input Image SDXL-Inpainting (50-steps) BrushNet* (50-steps) PowerPaint V2 (50-setps) BrushNet* (4-steps) Ours (4-steps)

‘’A small white rabbit sitting on wooden planks’’

Figure 6. Comparison of previous inpainting methods and BrushNet on HumanBench. Compared to other methods, TurboFill generates
more realistic details and textures in just 4 steps, while achieving good scene harmonization. (Zoom in for best view)



‘’A classic vintage bicycle with a woven basket on the front’’

‘’A colorful stegosaurus toy with rainbow spikes’’

‘’A cute teddy bear holding a gift box’’

‘’A vibrant pink flamingo with glossy feathers’’

‘’A glass bottle of sparkling water with a cork stopper’’

Input Image SDXL-Inpainting (50-steps) BrushNet* (50-steps) PowerPaint V2 (50-setps) BrushNet* (4-steps) Ours (4-steps)

‘’A small fluffy lamb sitting down’’

Figure 7. Comparison of previous inpainting methods and BrushNet on HumanBench. Compared to other methods, TurboFill generates
more realistic details and textures in just 4 steps, while achieving good scene harmonization. (Zoom in for best view)



TurboFillInput Image

‘’Brown cow with horns’’

‘’white fluffy puppy with pink leash on grass field’’

‘’tiger’’

Figure 8. The effectiveness of different losses. From left to right, we progressively remove specific losses. (Zoom in for best view)
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