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Supplementary Material

A. Attention Visualization

To demonstrate that optimizing ConText-CIR for the Text
Concept-Consistency and contrastive objectives improves
the ability of the framework to ground text features to their
relevant image features, we visualize the attention of concepts
to the image query at various points in the training process.
Figure 1 gives the concept attentions, averaged across noun
phrases, for 5 concept-image pairs at 5 points during training
(downwards is later in training). We observe that attention
becomes significantly more focused to the image patches that
text concepts refer to as training progresses, with very little
spurious attention. In all cases, fully trained ConText-CIR
shows precise attentions to the image patches that a noun
phrase refers to, while earlier models either ground attention
to irrelevant objects or spurious image features.

B. Synthetic Dataset Pipeline

good4cir employs a three-stage pipeline to generate precise,
high-quality annotations for CIR model training. In Stage 1,
the model curates a list of key objects and descriptors from
the query image. During Stage 2, the model derives a similar
list from the target image by comparing it against the list of
objects from the query image, ensuring consistency and making
modifications when necessary. Stage 3 compares both lists to
generate a list of fine-grained difference captions that describe
the addition, removal, and modification of objects from the
query to the target image. Figure 3 and Figure 2 give examples
of synthesized examples from the good4cir framework. More
details about the prompts used for generation and qualitative
results validating the usefulness of good4cir’s generated data
for CIR models may be found in the accompanying paper [3].

C. Additional Benchmarks

We also present zero-shot composed image retrieval metrics on
FashionIQ [6] and the domain conversion on ImageNet-R [1, 2]
introduced by Pic2Word [5]. The FashionIQ evaluation
is stratified by classes of clothing items as defined by
the dataset, and we report R@10 and R@50 on the test
set. As described by Pic2Word, we use the 200 classes
and domains outlined by ImageNet and ImageNet-R and
perform domain level evaluation on retrieval results. The
retrieval prompt is generated by picking a class from the set
{cartoon, origami, toy, sculpture}. We report
average R@10 and R@50 across target domains.

Table 1 demonstrates that ConText-CIR is consistently
state-of-the-art, demonstrating convincing performance gains
across both FashionIQ an ImageNet-R’s domain translation task.

Method
FashionIQ ImageNet-R

Shirt Dress Toptee Average Average

R@10 R@50 R@10 R@50 R@10 R@50 R@10 R@50 R@10 R@50

LinCIR 20.92 42.44 29.10 46.81 28.81 50.18 26.28 46.49 - -
iSEARLE-XL 28.75 47.84 22.51 46.36 31.31 52.68 27.52 48.96 15.52 33.39
CIReVL 29.49 47.40 24.79 44.76 31.36 53.65 28.55 48.57 23.75 43.05
CoVR-BLIP-2 34.26 56.22 41.22 59.32 38.96 59.77 38.15 58.44 - -

ours 38.52 61.09 46.81 65.43 50.28 71.05 45.20 65.86 25.62 44.84

Table 1. Zero-shot composed image retrieval metrics on FashionIQ
and ImageNet-R.
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Figure 1. Visualization of attentions averaged over noun phrases to image queries. Concept attentions become more grounded to relevant image
features with training.



Figure 2. Example generated text differences for the Hotel-CIR dataset using our synthetic data generation pipeline.



Figure 3. Example original reference texts from CIRR [4] and generated text differences from the CIRRR dataset generated using our synthetic
data generation pipeline.


