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Supplementary Material

A. Experimental Results on GaoFen-2 Dataset
This supplementary material presents experimental results

using images acquired from the GaoFen-2 (GF-2) satellite.
These images belong to the PanCollection dataset [1]. The
experiments are conducted under both reduced-resolution
and full-resolution configurations [6].

The quantitative evaluations are shown in Tables 1-2,
which reveals that SGDiff outperforms comparison methods
in the majority of metrics. In Figure 1, we present the qual-
itative assessment of the pansharpened images at reduced
resolution, where SGDiff effectively captures fine details,
particularly along the edges of the waves and the vegetation
on the beach. The difference map, predominantly blue, in-
dicates minimal error at reduced resolution. In comparison,
BIMPAN [2] and CrossDiff [8] exhibit slight blurring along
the white line. Although TMDiff [7] performs better, it still
falls short of SGDiff in preserving texture details. Further-
more, the experimental results at full resolution, shown in
Figure 2, also emphasize the exceptional spectral and spatial
fidelity of SGDiff.

Table 1. Evaluation indexes of different methods on GaoFen-2 (GF-
2) dataset at reduced resolution.

Method Q8 ↑ SAM ↓ ERGAS ↓ SCC ↑
C-GSA [4] 0.8962±0.0306 1.7064±0.3329 1.6492±0.3830 0.9443±0.0176
MTF [5] 0.8904±0.0251 1.6795±0.3559 1.6197±0.3720 0.9386±0.0191

CrossDiff [8] 0.9724±0.0091 0.9369±0.1601 0.8553±0.1332 0.9836±0.0024
LGPConv [9] 0.9658±0.0095 1.0229±0.1929 0.9711±0.1845 0.9790±0.0041
BIMPAN [2] 0.9386±0.0095 1.5001±0.3047 1.2400±0.2102 0.9689±0.0065

U2Net [3] 0.9826±0.0068 0.7354±0.1301 0.6889±0.1142 0.9900 ±0.0018
TMDiff [7] 0.9822±0.0068 0.7253±0.1413 0.6604±0.1225 0.9901±0.0022

Proposed SGDiff 0.9844±0.0067 0.6888±0.1221 0.6157±0.0974 0.9915±0.0015

Table 2. Evaluation indexes of different methods on GaoFen-2 (GF-
2) dataset at full resolution.

Method Dλ ↓ Ds ↓ HQNR ↑
C-GSA [4] 0.0666±0.0269 0.1397±0.0259 0.8034±0.0416
MTF [5] 0.0346±0.0126 0.1429±0.0277 0.8277±0.0334

CrossDiff [8] 0.0208±0.0114 0.0551±0.0103 0.9252±0.0106
LGPConv [9] 0.0261±0.0153 0.0798±0.0099 0.8962±0.0164
BIMPAN [2] 0.0322±0.0154 0.0512±0.0139 0.9183±0.0188

U2Net [3] 0.0139±0.0164 0.0531±0.0196 0.9262±0.01995
TMDiff [7] 0.0194±0.0148 0.0323±0.0054 0.9488±0.0140

Proposed SGDiff 0.0168±0.0101 0.0240±0.0061 0.9596±0.0093
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Figure 1. Visual comparison on GaoFen-2 (GF-2) dataset at reduced
resolution.
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Figure 2. Visual comparison on GaoFen-2 (GF-2) dataset at full
resolution.
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