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There are four parts in this supplementary material.

Part 1 - Qualitative Results: Additional results illustrating EchoTraffic’s performance in diverse traffic scenarios.

Part 2 - Quantitative Results: Additional evaluation of fine-tuning Video-LLaMA2 under EchoTraffic’s settings and com-
parisons with Gemini 2.0.

Part 3 - Dataset and Experiment Details: Details of the AV-TAU dataset and the configuration of the GPT-Eval metric.

Part 4 - Limitations and Future Work: Discussion on current limitations and potential future research.
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Part 1 - Qualitative Results

This section showcases EchoTraffic’s performance across various traffic scenarios, comparing its robustness and accuracy
with VideoLLaMA2 [2] and Holmes-VAD [4].

Figure 1. A highway scenario captured by a dash camera, illustrating the challenges of detecting collisions with minimal visual context.
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Figure 2. A rainy-night scenario captured fy a dash camera, demonstrating the challenges of detecting collisions under low-visibility
conditions.
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Figure 3. A snowy countryside road captured by the camera, highlighting the difficulty of collision detection in adverse weather conditions.
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Figure 4. A highway scenario captured by a surveillance camera, with part of the accident occurring outside the camera’s view.

6



Part 2 - Quantitative Results

Table 1. Performance of VideoLLaMA2 [2] and EchoTraffic across different tasks and metrics. Fine-tuning was performed on VideoL-
LaMA2 using EchoTraffic’s settings. EchoTraffic consistently outperforms VideoLLaMA2 by a significant margin.

Task Metric VideoLLaMA2 EchoTraffic

Description

BLEU 0.2113 0.2541
Rouge 0.3860 0.4380
MoverScore 0.6037 0.6205
BERTScore 0.8911 0.9102
GPT-Eval 0.6526 0.6843

Causation

BLEU 0.1939 0.2464
Rouge 0.3203 0.3509
MoverScore 0.5598 0.6077
BERTScore 0.8876 0.9017
GPT-Eval 0.7840 0.8301

Prevention

BLEU 0.1559 0.1902
Rouge 0.3790 0.4095
MoverScore 0.5812 0.6120
BERTScore 0.8801 0.8974
GPT-Eval 0.7912 0.8462

Response

BLEU 0.2777 0.3171
Rouge 0.3401 0.3994
MoverScore 0.5992 0.6310
BERTScore 0.8698 0.9071
GPT-Eval 0.7776 0.8678

Overall

BLEU 0.2097 0.2520
Rouge 0.3564 0.3994
MoverScore 0.5860 0.6178
BERTScore 0.8822 0.9041
GPT-Eval 0.7514 0.8103

Table 2. Performance comparison across different tasks and metrics for Gemini 2.0 (gemini-2.0-flash-exp) [3] and EchoTraffic. Due to
access limitations on Gemini 2.0, we evaluated both models on the same subset of 2,611 AV-TAU test Q&A pairs. Results indicate that
EchoTraffic outperforms Gemini 2.0, with GPT-Eval (AVG) representing the average score from GPT-4o [1] and Gemini 2.0.

Task Metric Gemini 2.0 EchoTraffic

Description

BLEU 0.0637 0.2518
Rouge 0.3275 0.4329
MoverScore 0.5815 0.6199
BERTScore 0.9050 0.9101
GPT-Eval (AVG) 0.6539 0.7057

Causation

BLEU 0.0857 0.2432
Rouge 0.2146 0.3495
MoverScore 0.5737 0.6071
BERTScore 0.8857 0.9021
GPT-Eval (AVG) 0.7743 0.8610

Prevention

BLEU 0.0767 0.2011
Rouge 0.2505 0.4238
MoverScore 0.5794 0.6151
BERTScore 0.8752 0.8985
GPT-Eval (AVG) 0.7487 0.8611

Response

BLEU 0.0832 0.3093
Rouge 0.2746 0.3940
MoverScore 0.5521 0.6276
BERTScore 0.8479 0.9077
GPT-Eval (AVG) 0.7220 0.8658

Overall

BLEU 0.0773 0.2514
Rouge 0.2668 0.4000
MoverScore 0.5717 0.6174
BERTScore 0.8785 0.9046
GPT-Eval (AVG) 0.7247 0.8234
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Part 3 - Dataset and Experiment Details

Dataset Details and Statistics

Our dataset captures a diverse range of traffic scenarios, categorized by observation view, weather conditions, and time of
day, as detailed in Table 3. Notably, during the data collection, we observe that dashcam videos are more likely to include
audio data, whereas most surveillance-view videos lack accompanying audio. Additionally, our dataset reveals that traffic
anomaly events are often accompanied by distinct audio types, including collision sounds, braking, honking, shouting, tire
sounds, and alarms, as revealed in Fig. 6. Furthermore, Fig. 5 illustrates the subtasks through four word cloud visualizations,
providing a visual representation of the dataset’s focus areas.

Category Subcategory Count

Observation View

Dashcam 26,400
Surveillance 378

Camera 1,631
Phone 1,456

Weather Condition

Sunny 23,007
Cloudy 3,409
Rainy 2,589
Foggy 224
Snowy 636

Time of Day Day 24,874
Night 4,991

Table 3. Statistics of the collected dataset categorized by observation views, weather conditions, and time of day.

Description

Prevention Response

Reason

Figure 5. These “word cloud” visualizations highlight the key terms in the dataset.
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Figure 6. Frequency distribution of sound-related terms in the dataset.

Question Formulation

The following set of question formulations is designed to assess and annotate anomalies within the dataset. These ques-
tions address various aspects of anomaly understanding, such as <WHAT - MULTIMODAL UNDERSTANDING>, <WHY
- CAUSAL INFERENCE>, <WHEN - ANOMALY TIMING>, <HOW - PREVENTION STRATEGY>, and <HOW -
EVENT RESPONSE>. During each training iteration for a given task, a question is randomly selected to ensure diverse and
comprehensive coverage.

WHAT - MULTIMODAL UNDERSTANDING:
• What unusual incident occurred in the video?
• Describe the anomaly observed in the video.
• What unexpected behavior is shown in the video?
• What anomaly is present in the video?
• What is the unexpected event in the video scene?
• In the video, what unusual event takes place?
• What anomaly can be observed in the video?
• What unexpected behavior is observed in the video?
• What irregular event occurs in the video?
• What odd occurrence is captured in the video?
• Describe the unexpected event in the video.
• What unusual scene is depicted in the video?
• What unexpected incident happens in the video?
• What irregularity is captured in the video?
• What strange event unfolds in the video?

WHY - CAUSAL INFERENCE:
• What caused the anomaly in the video?
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• Why did this anomaly happen in the video?
• What led to the anomaly in the video?
• Why did the unusual event occur in the video?
• What was the reason behind the anomaly in the video?
• Why did the incident unfold this way in the video?
• What prompted the anomaly in the video?
• Why did the unusual event take place in this manner in the video?
• What was the cause of the unusual event in the video?
• What set off the anomaly in the video?
• Why did the anomaly happen as it did in the video?
• Why did the anomaly develop in the video?
• What factor caused the anomaly in the video?
• Why was there an anomaly in the video?
• What made the anomaly occur in the video?

WHEN - ANOMALY TIMING:
• When does the anomaly start and end in the video?
• At what time in the video does the anomaly begin and end?
• When does the anomaly start and when does it end in the video?
• At what points in time do the anomaly’s start and end occur in the video?
• When does the anomaly begin and conclude in the video?
• At what moments do the anomaly’s start and end take place in the video?
• When in the video does the anomaly begin and when does it come to an end?
• What times mark the start and end of the anomaly in the video?
• In the video, at what times do the anomaly start and finish?
• When does the anomaly start and stop in the video?
• At what timestamps does the anomaly start and end in the video?
• When do the start and end of the anomaly occur within the video?
• What times in the video show the start and end of the anomaly?
• When is the starting and ending point of the anomaly in the video?
• At what points in the video do we see the anomaly start and end?

HOW - PREVENTION STRATEGY:
• What could have been done to prevent the anomaly in the video?
• How could this type of incident have been avoided in the video?
• What changes could prevent this anomaly in future scenarios?
• How might the anomaly have been averted in the video?
• What preventive measures could have stopped the anomaly in the video?
• What could reduce the likelihood of this event happening?
• How could the unusual scenario have been prevented in the video?
• How can similar anomalies be avoided in the future?
• What could be implemented to prevent such events?
• What preventive actions could be taken to avoid this situation?
• How might the risk of this anomaly be minimized?
• What safety improvements could help prevent the anomaly?
• How could similar incidents be avoided?
• What could have helped to prevent this anomaly in the video?
• How could this type of anomaly be mitigated in the future?

HOW - EVENT RESPONSE:
• What steps should be taken to handle the anomaly in the video?
• How should those involved respond to the anomaly in the video?
• What is the recommended response for the anomaly in the video?
• How should this unexpected event be managed in the video?
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• What actions should be taken to address the anomaly in the video?
• What is the appropriate response to this anomaly?
• How should participants react to the anomaly in the video?
• What should be done to respond effectively to the anomaly?
• How should those involved in the video handle the anomaly?
• What steps are necessary to manage the anomaly?
• How should the situation be handled by those involved?
• What should the response be to this unexpected event?
• How should the event be managed after the anomaly?
• What’s the recommended action for handling this anomaly?
• What actions should those involved take in response to the anomaly?

Details in the GPT-Eval Metric
In the GPT-Eval metric, we use GPT-4o [1] as an assistive tool to evaluate the responses generated by EchoTraffic and the
comparison methods. When GPT-4o evaluates the responses from different models, we specify three key criteria for scoring:
Reasonability, Detail, and Consistency. To study whether GPT-4o clearly understands its task, we first configure the system
prompt as follows:

{
"role": "system",
"content": "You are an intelligent evaluator designed to assess the quality

↪→ of generative outputs for video-based question-answer pairs.
↪→ You will be given a question, a reference ground truth and the
↪→ model-generated answer. Your task is to score the generated answer
↪→ based on the following three key criteria: Reasonability, Detail,
↪→ and Consistency."

}

For a specific question-answer pair, we propose to provide GPT-4o with the question <QUESTION>, the reference ground
truth <REFERENCE>, and the model’s output <ANSWER>. GPT-4o will compare the model’s output with the reference
and assign a score. The user prompt is structured as follows:

{
"role": "user",
"content": "Please evaluate the following video-based question-answer pair: \n

↪→ Question: <QUESTION> \n
↪→ Reference: <REFERENCE> \n
↪→ Answer: <ANSWER> \n
↪→ Score the answer using a floating-point value between 0 and 1 rounded to
↪→ four decimal places, with 1 representing the highest level of meaningful
↪→ alignment. JUST OUTPUT THE SCORE AND DO NOT PROVIDE ANY OTHER OUTPUT TEXT
↪→ OR EXPLANATION."

}
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Part 4 - Limitations and Future Work
Limitations
Hallucination. Multimodal LLMs often rely on processing a limited subset of video frames, which can lead to halluci-
nations arising from incomplete contextual information. Integrating audio signals and employing an audio-insight frame
selector helps mitigate these issues. However, restricted frame selection can still cause hallucinations, such as incorrectly
inferring a collision between the ego vehicle and a bicycle in front instead of accurately identifying it as a rear-end collision
involving another vehicle, as illustrated in Fig. 7.

Long Video Analysis. Analyzing long-term videos presents challenges due to the large volume of data and the compu-
tational resources required. Besides, effectively processing these videos is challenging, as it requires maintaining temporal
coherence across extended sequences and accurately extracting relevant spatiotemporal features, which remain areas for
further refinement and optimization.

Future Work
We aim to address the limitations mentioned above by developing methods that enable our models to seamlessly analyze
complete video sequences or bird’s-eye view videos. Additionally, we plan to explore anomaly anticipation by integrating
audio-visual cues with contextual data, with the goal of enhancing real-time monitoring and improving model resilience
across diverse traffic scenarios.

Figure 7. Failure case. EchoTraffic misinterprets a rear-end collision as a crash between the ego vehicle and a bicycle ahead.
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