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A. Benchmark Metrics Details
We employ both qualitative and quantitative analyses to as-
sess the generated video quality and motion accuracy of our
portrait animation results. In evaluating self-reenactment,
we consider multiple metrics: the Peak Signal-to-Noise Ra-
tio (PSNR), the Structural Similarity Index (SSIM) [10],
and the Learned Perceptual Image Patch Similarity (LPIPS)
[12]. Specifically, for the LPIPS metric, we apply the
AlexNet-based perceptual similarity measure LPIPS [12]
to gauge the perceptual similarity between the generated
animated images and the driving images. We also utilize
the Fréchet Inception Distance (FID) [5] to assess image
quality, the Fréchet Video Distance (FVD) [9] to evaluate
temporal consistency, and the Landmark Mean Distances
(LMD) to measure the accuracy of generated facial expres-
sions. The landmarks are extracted using Mediapipe [6].
We compute the average Euclidean distance between the
facial landmarks [6] of the reference and generated frames.
Lower values indicate better geometric accuracy. FID [5]
is utilized to measure the similarity in feature distribution
between generated and real images, employing Inception-
v3 features. Lower scores indicate better perceptual qual-
ity. Additionally, the FVD is used to evaluate temporal co-
herence through features extracted from a pretrained net-
work [9]. For cross-reenactment, we utilize the ArcFace
Score [1] as the identity (ID) similarity metric between the
generated frames and the reference image. For Average Ex-
pression Distance (AED) [8] and Average Pose Distance
(APD) [8], we calculates the Manhattan distance of expres-
sion and pose parameters from SMIRK [7], with lower val-
ues indicating better expression and pose simiarity.

B. Discussions, Limitations and Future work
In this section, we make comparisons of our method on ID
modules with X-Portrait [11] and DiffPortrait3D [4]. The
ID modules share the common objective of preserving the
identity of the reference portrait during the generation of
new animations or views. However, each method employs
distinct strategies to achieve this goal, leading to differences
in implementation, training, and application focus.

Our method utilizes a fine-grained appearance extractor
coupled with an ID-aware multi-scale adapter (IMAdapter).
This design enables detailed modeling of identity and back-
ground information from the reference image, ensuring
high-fidelity identity preservation in the generated anima-
tions. The IMAdapter incorporates multi-scale convolu-
tions and cross-attention mechanisms, which enhance the
model’s ability to capture intricate identity features and

maintain their consistency across different frames and con-
texts. In contrast, X-Portrait’s ID module extracts appear-
ance and background features from a single reference im-
age, which are then concatenated into the UNet’s trans-
former blocks. This straightforward approach ensures con-
sistent identity representation across generated frames but
may not capture fine-grained details as effectively as our
multi-scale architecture. X-Portrait focuses on expressive
portrait animation, aiming to transfer facial expressions and
head poses from driving videos to the reference portrait
while maintaining identity similarity.

DiffPortrait3D adopts a different strategy by injecting
appearance context from the reference image into the self-
attention layers of a frozen UNet. This method effectively
preserves identity across various rendering views but is pri-
marily designed for 3D view synthesis rather than full an-
imation. It leverages the generative power of pre-trained
diffusion models to synthesize 3D-consistent novel views
from as few as a single portrait.

For future work, we believe that exploring the synthesis
of images from unknown perspectives to enhance identity
retention capability is crucial. The current method has lim-
itations in maintaining identity consistency from unknown
perspectives after significant head rotation. The ID preser-
vation design of DiffPortrait3D presents a potential im-
provement; however, it is still constrained by specific angles
and cannot achieve the generation of unknown 360-degree
views. We assert that enhancing the identity retention ca-
pability from unknown perspectives is a vital and feasible
direction for improving the method proposed in this paper.

Besides, there are still several limitations with our
method. Currently, our methodology is restricted to gen-
erating only the head and shoulder portions of portraits. We
try to apply our method for generating full-body portraits
that include hands; however, the results are unsatisfactory.
The generated images of hands occasionally exhibit defor-
mities and blurriness. This limitation stems from the in-
adequate representation of hand regions within the dataset,
which hinders our ability to accurately render hand details.
Future work can enhance our method by incorporating data
that includes hand movements and improving the repre-
sentation of hand features, thereby extending our approach
to encompass full-body movements. Additionally, our ap-
proach is limited by the inherent constraints of the diffusion
model. The significant computational costs impede the real-
time applicability of our methods. Future work can acceler-
ate the generation process through model distillation.



C. More Implementation Details
C.1. Appearance Extractor
For the input of the appearance extractor, we first resize the
reference image to 256x256. We use the DiNOv2-Large
with 4 register tokens as the appearance extractor, and fix
the weights of its backbone during training. In the im-
plementation of the IMAdapter, we first reduce the dimen-
sionality of the features to 384 using linear layers. Subse-
quently, we employ convolutional kernels of varying scales
(e.g., 1 × 1, 3 × 3, 5 × 5) for parallel processing and fuse
these with ID features through a multi-head cross-attention
mechanism. We set the number of heads for the multi-head
cross-attention to 8.

C.2. Motion Extractor
The motion extractor comprises a total of six blocks within
the network, utilizing consistent network configurations.
The dimensionality of the latent features is set at 768, with
the attention mechanism employing eight heads. The ac-
tivation function implemented is the Sigmoid Linear Unit
(SiLU) [3]. The motion encoder is borrowed from Mega-
Portrait [2]. We upgrade the architecture of the motion en-
coder from ResNet-18 to ResNet-50 to facilitate the pre-
training of the motion encoder. After completing pre-
training, the weights of this motion encoder is fixed and
utilized for fine-tuning SVD.

D. More Visualizations
As shown in Figure 1, we present additional visualization
results under the self-reenactment and cross-reenactment
setting to better demonstrate the decoupling capability of
our method in terms of appearance and motion. In order
to demonstrate the robust generalization of our method, we
selected a variety of images and videos from different style
domains, including Civitai 1, Bilibili 2, and VFHQ 3, for
demonstration purposes. To avoid copyright issues with
driving videos, we first use a source image along with the
original video to obtain the generated result. As illustrated
in Figure 2, Figure 3 and Figure 4, we then utilize the gen-
erated results as the driving videos to animate other videos.

E. Ethics Consideration
E.1. User Study Details
In the user study, a total of 120 experienced participants
are invited to take part. For each participant, we paid
compensation that exceeded the local average hourly wage.
We employ three metrics: Facial Movement, Video Qual-
ity, and Temporal Smoothness. For each metric, partici-

1https://civitai.com
2https://bilibili.com
3https://liangbinxie.github.io/projects/vfhq

pants are presented with a video rated on a five-point scale.
The grading options available to participants were as fol-
lows: Very Good (5), Good (4), Average (3), Poor (2),
and Very Poor (1). As illustrated in Figure 5, the online
evaluations are conducted using a well-structured website
questionnaire. The questionnaire provides a comprehensive
guideline, along with several example videos at the begin-
ning. These example videos are not included in the rating
but serve to illustrate the quality of video generation and
ensure consistency in the rating criteria among participants.

E.2. Societal Impacts and Responsible AI
Our focus is on advancing the visual effects of virtual AI
avatars to enhance their effectiveness for beneficial applica-
tions. It is essential to clarify that our research objectives
are not intended to deceive or mislead. Like other content
creation methods, our approach is not immune to potential
misuse. We firmly oppose any misuse that could result in
the creation of deceptive or harmful content through the im-
personation of real individuals. Despite the risks of misuse,
it’s important to highlight the substantial positive outcomes
of our technology. These include promoting educational
fairness, aiding those with communication difficulties, and
offering companionship or therapeutic aid. The significance
of our research is underscored by its potential to assist those
in need. We are committed to the ethical progression of AI,
with the goal of fostering human welfare. The output videos
generated by our method still retain identifiable traces of the
actual individuals they are based on. To mitigate the poten-
tial for abuse, we are developing a neural network-powered
tool designed to differentiate between genuine and synthetic
videos, which includes our synthetic talking face videos in
the training dataset. We will keep the community updated
on any advancements in our models.
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Figure 1. More visualizations of self-reenactment and cross-reenactment.



Figure 2. More visualizations of animated portraits.



Figure 3. More visualizations of animated portraits.



Figure 4. More visualizations of animated portraits.



Figure 5. The screenshots of user study website for participants.
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