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1. Additional Ablation Results
In this section, we present additional ablation results for oc-
cupancy forecasting (OCF) mentioned in Sec. 4 of the main
text. In Sec. 1.1, we ablate temporal decoupling for Effi-
cientOCF. In Sec. 1.2, we then present the improvement of
our proposed adaptive dual pooling (ADP) strategy for 3D-
2D transformation in EfficientOCF. Next, in Sec. 1.3, we
report performance changes with different flow formats. Fi-
nally, in Sec. 1.4, we evaluate the contributions of multiple
head combinations.

1.1. Ablation on Temporal Decoupling

We first study the proposed temporal decoupling by pre-
senting supplementary OCF performance results of Effi-
cientOCF over varying time horizons, as shown in Tab. 1.
The experimental results here are extensions of Tab. 3 of the
main text. As can be seen, our proposed temporal decou-
pling consistently enhances the baseline EfficientOCF‡’s
performance of all time horizons after using temporal re-
finement. Moreover, we observe that on the nuScenes-
Occupancy dataset [6], the performance improvement be-
comes more significant with longer time horizons. In con-
trast, on the nuScenes dataset [1], the performance gains di-
minishment as the timestep increases. This observation sug-
gests that our proposed temporal decoupling enables Effi-
cientOCF to focus better on the temporal dynamics of mov-
able objects, thereby significantly enhancing its ability to
forecast fine-grained occupancy states. In Fig. 1, we further
visualize the comparison of TP, FP, and FN results at contin-
uous timesteps before and after instance-aware refinement.
The two visualized cases show that our proposed temporal
decoupling helps to increase TP and decrease FP predic-
tions. Besides, it removes the predictions of non-existing
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movable objects, as shown in the blue circles in the lower
case of Fig. 1.

1.2. Ablation on Adaptive Dual Pooling

Here we provide an ablation study on adaptive dual pool-
ing in different time horizons. This can be regarded as an
extension of Tab. 4 of the main text. As shown in Tab. 2,
the forecasting performance of EfficientOCF is comprehen-
sively improved in all IoU metrics by ADP against the sin-
gle pooling strategy, including the average pooling and max
pooling. In particular, ADP improves C-IoUc prominently
compared to other metrics.

1.3. Ablation on Flow Formats

We further examine the impact of flow formats on OCF ac-
curacy. The baseline model is constructed by substituting
the backward centripetal flow in EfficientOCF with vanilla
backward flow [3, 5]. As shown in Tab.2, the backward
centripetal flow yields superior occupancy forecasting per-
formance, particularly in our proposed metrics, C-IoUc and
C-IoUf. These results indicate that backward centripetal
flow is more robust to significant flow prediction errors,
aligning with key findings in previous studies [2, 4].

1.4. Ablation on Segmentation/Flow/Height Heads

In Tab. 3, we compare the OCF performance of Efficien-
tOCF models with different combinations of prediction
heads. The 3D OCF performance is not reported for the
baseline with only the segmentation head, as it lacks height
estimation to lift the predicted BEV occupancy into 3D
space. The best performance is achieved when all heads
are utilized across all time horizons. Notably, introducing
the flow head results in a more significant performance im-
provement than the height head. This highlights that pre-
dicting future flow effectively captures the sequential mo-
tion of movable objects, thereby enhancing occupancy esti-
mation at both present and future timesteps.

1



Table 1. Ablation on temporal decoupling in different time horizons

Approach
nuScenes nuScenes & nuScenes-Occupancy

IoUc (2D) IoUf (2D) IoUc (3D) IoUf (3D) IoUc (3D) IoUf (3D) C-IoUc (3D) C-IoUf (3D)

0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s

EfficientOCF‡ 39.44 38.40 37.52 36.71 35.89 32.19 31.63 30.82 30.45 30.08 19.98 18.61 18.21 17.79 17.31 45.52 45.12 44.35 43.65 42.90
EfficientOCF 39.93 38.80 37.85 36.98 36.15 35.60 34.81 34.07 33.37 32.73 21.28 20.21 19.86 19.46 19.02 47.53 47.63 46.91 46.24 45.57

Improvement 0.49 0.40 0.33 0.27 0.26 3.41 3.18 3.25 2.92 2.65 1.30 1.60 1.65 1.67 1.71 2.01 2.51 2.59 2.59 2.67

Table 2. Ablation on adaptive dual pooling and flow formats in different time horizons

Approach
nuScenes nuScenes & nuScenes-Occupancy

IoUc (2D) IoUf (2D) IoUc (3D) IoUf (3D) IoUc (3D) IoUf (3D) C-IoUc (3D) C-IoUf (3D)

0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s

Average Pooling 38.04 37.11 36.32 35.55 34.79 33.80 33.32 32.70 32.10 31.53 19.29 18.00 17.65 17.24 16.77 44.02 43.72 43.08 42.43 41.71
Max Pooling 38.84 37.91 37.11 36.33 35.53 34.52 34.05 33.44 32.84 32.23 19.42 18.13 17.77 17.36 16.90 44.69 44.42 43.74 43.07 42.33
ADP 39.93 38.80 37.85 36.98 36.15 35.60 34.81 34.07 33.37 32.73 21.28 20.21 19.86 19.46 19.02 47.53 47.63 46.91 46.24 45.57

IoUc (2D) IoUf (2D) IoUc (3D) IoUf (3D) IoUc (3D) IoUf (3D) C-IoUc (3D) C-IoUf (3D)

0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s

Backward 37.64 36.68 35.87 35.10 34.34 33.32 32.79 32.17 31.57 31.00 19.32 18.04 17.67 17.26 16.80 43.39 43.29 42.69 41.93 41.22
Backward Centripetal 39.93 38.80 37.85 36.98 36.15 35.60 34.81 34.07 33.37 32.73 21.28 20.21 19.86 19.46 19.02 47.53 47.63 46.91 46.24 45.57

Improvement 2.29 2.12 1.98 1.88 1.81 2.28 2.02 1.90 1.80 1.73 1.96 2.17 2.19 2.20 2.22 3.96 4.14 4.22 4.31 4.35

2. Visualization of OCF Results
In this section, we present additional visualizations of fine-
grained OCF results on the nuScenes-Occupancy dataset,
comparing our proposed EfficientOCF with the SOTA base-
line, OCFNet [4]. As shown in Fig. 2, EfficientOCF con-
sistently forecasts more accurate future occupancy states
and captures more precise shapes of movable objects than
OCFNet. In the first column of Fig. 2, we highlight the
occupancy of a moving vehicle within the blue box, where
EfficientOCF predicts more detailed and accurate contours.
The second and third columns demonstrate that Efficien-
tOCF exhibits superior velocity awareness for movable ob-
jects compared to OCFNet. Additionally, the fourth and
fifth columns reveal that OCFNet produces more false de-
tections for invalid objects than our proposed EfficientOCF.
Notably, the fifth column also highlights missing anno-
tations in nuScenes-Occupancy compared to the original
nuScenes labels (bottom right of the ground-truth subfig-
ure), likely due to LiDAR sparsity. This underscores the
necessity of our new metrics, C-IoU, for evaluating fine-
grained occupancy forecasting.
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Table 3. Ablation on segmentation/flow/height heads in different time horizons

Seg.
Head

Height
Head

Flow
Head

nuScenes nuScenes & nuScenes-Occupancy

IoUc (2D) IoUf (2D) IoUc (3D) IoUf (3D) IoUc (3D) IoUf (3D) C-IoUc (3D) C-IoUf (3D)

0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s 0.5s 1.0s 1.5s 2.0s

✓ 38.48 37.63 36.92 35.84 35.26 - - - - - - - - - - - - - - -
✓ ✓ 38.55 37.67 36.88 36.10 35.33 34.16 33.61 33.01 32.43 31.87 19.41 18.15 17.80 17.37 16.89 44.09 43.89 43.24 42.56 41.83
✓ ✓ ✓ 39.93 38.80 37.85 36.98 36.15 35.60 34.81 34.07 33.37 32.73 21.28 20.21 19.86 19.46 19.02 47.53 47.63 46.91 46.24 45.57

Figure 1. Visualization of TP (green), FP (red), and FN (yellow) results against ground truth at continuous timesteps before and after
instance-aware refinement.

Figure 2. Visualization of OCF results of EfficientOCF, OCFNet, and ground truth from the nuScenes-Occupancy dataset [6]. The
occupancy forecasting results and ground-truth labels from timesteps 0 to Nf are assigned colors from dark to light.


