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1. Appendix

1.1. Startpoint Impact Analysis
Given that StyleSSP is specifically designed to enhance the
sampling startpoint, we place primary emphasis on the im-
portance of the startpoint in style transfer. We demonstrate
how minor modifications to the startpoint can significantly
influence style transfer results. As shown in Fig. 1, we
present several style transfer results. The titles in the fig-
ure — “wi Inversion,” “wo Inversion,” “Noised Latent,”
“Shifted Latent,” and “Scaled Latent” — correspond to the
startpoints zT , zr, znT , zshT , and zsaT , respectively. Their for-
mulations are as follows:

zr ∼ N (0, I)
znT = zT +N (0, I)

zshT = zT + U(−0.5, 0.5)

zsaT = zT × U(0.5, 1)

(1)

where zT is the DDIM latent of the content image, N
represents a Gaussian distribution, and U(−0.5, 0.5) and
U(0.5, 1) indicate uniformly random values selected within
the ranges -0.5 to 0.5 and 0.5 to 1.0, respectively.

As illustrated in Fig. 1, manipulations of the sampling
startpoint make a significant impact on the results of style
transfer, resulting in notable changes in both the image hue
and the content representation. Note that the following re-
sults are all conducted with ControlNet as an additional con-
tent controller. Several key observations can be made from
this figure.

First, referring to the 3rd and 4th columns in this figure,
using the DDIM latent zT extracted from the content image
as the sampling startpoint results in remarkably better con-
tent preservation compared to using random Gaussian noise
as the startpoint. This finding motivates us to adopt DDIM
inversion as the first step in our method, as is done in many
inversion-based methods [1, 7, 9].

Second, we attempted minor modifications to the DDIM
latent zT . Referring to the 3rd, 5th, and 6th columns in this
figure, we observe that these simple manipulations produce
significant changes in image tone, and since color variation
is a crucial aspect of style transfer, this finding further drives
our focus on startpoint enhancement.

Third, by examining the results in the 3rd and 5th rows,
we notice that the startpoint not only affects the tone of gen-
erated images but can also influence the content of gener-
ated images to some extent, such as the facial outline of the

woman in the 3rd row and the background in the 5th row.
This effect has been largely overlooked in previous works,
yet it is undeniably critical for style transfer tasks.

In summary, through simple adjustments to the start-
point, we have discovered its substantial impact on style
transfer results — affecting content preservation, content
modification, and tonal changes. These insights have driven
us to pursue sampling startpoint enhancement for style
transfer research. Therefore, our method, StyleSSP, em-
phasizes guidance during the inversion step and manipula-
tion of the inversion latent space to achieve a more effective
sampling startpoint in style transfer issues.

1.2. Principle of Negative Guidance
In this section, we provide a detailed introduction to the
principles of negative prompt guidance, starting with con-
ditional generation. For conditional generation, that is, to
sample samples from the conditional distribution p(x|y).
According to the Bayes formula, we can obtain:

p(x|y) = p(y|x)p(x)
p(y)

,

log p(x|y) = log p(y|x) + log p(x)− log p(y),

⇒ ∇xlog p(x|y) = ∇xlog p(y|x) +∇xlog p(x).
(2)

In the classifier-guided task, the score-based model with
unconditional input is an estimation of ∇x log p(x), so in
order to obtain ∇x log p(x|y), an additional classifier needs
to be trained to estimate ∇x log p(y|x). At the same time,
to control the strength of condition, the guidance scale ω is
introduced:

∇xlog p(x|y) := ω∇xlogp(y|x) +∇xlog p(x). (3)

In classify-free guidance (CFG) tasks, they simulta-
neously train two score-based models, ∇xlog p(x) and
∇xlog p(y|x). Since ∇xlog p(y|x) = ∇xlog p(x|y) −
∇xlog p(x), it follows that:

∇xlog p(x|y) := ω(∇xlog p(x|y)−∇xlog p(x))+∇xlog p(x),
(4)

When negative prompt serves as a condition, the condi-
tions for diffusion model contain two items, one is positive
prompt condition y, and the other is negative prompt con-
dition not ỹ. Since re-training a score-based model to esti-



Figure 1. Illustrations of style transfer results based on various startpoints. As shown in this figure, startpoint manipulations yield significant
changes in both image hue and content representation, underscoring the crucial role of the sampling startpoint in style transfer. All results
are generated with ControlNet as an additional content controller.

mate ∇xp(x|y, not ỹ) is costly, the following simplification
is made:

p(x|y, not ỹ) =
p(x, y, not ỹ)
p(y, not ỹ)

=
p(y|x)p(not ỹ|x)p(x)

p(y, not ỹ)

∝ p(x)

p(y, not ỹ)
p(y|x)
p(ỹ|x)

,

(5)

so that:

∇xlog p(x|y, not ỹ) ∝ ∇xlog p(x)

+∇xlog p(y|x)−∇xlogp(ỹ|x).
(6)

The Eq. 5 and Eq. 6 assume that x, y and not ỹ are mu-
tually independent. Letting ω+ be the guidance scale of

positive condition and ω− be the guidance scale of negative
condition, we have:

∇xp(x|y, not ỹ) := ∇xp(x) + ω+(∇xp(x|y)−∇xp(x))

− ω−(∇xp(x|ỹ)−∇xp(x)).
(7)

Thus, we can estimate ∇xp(x|y, not ỹ) only by calculat-
ing ∇xp(x),∇xp(x|y),∇xp(x|ỹ), and all of these can be
obtained through the pre-trained diffusion model.

It should be noted that in the negative guidance method
proposed in this paper, IP-Instruct merely exists as a style
and content extractor, which can be replaced by any other
extractor. Meanwhile, this CFG-based guidance can also be
replaced by the gradient-based guidance like FreeTune [8]
does. We emphasize that our prominent contribution lies in
discovering that by guiding the startpoint of sampling stage



Figure 2. Qualitative comparison with with baselines(StyleID, InstantStyle plus). Zoom in for viewing details.

to distance from the style image’s content, thereby prevent-
ing the content leakage from style image.

1.3. User Study

We conduct added a user study based on the setting of
Deadiff [5]. We employed StyleID [1], StyleAlign [4], In-
stantStyle plus [7], InstantStyle [6], DiffuseIT [3], Diff-
Style [2]. Additionally, InST [9] and StyleSSP to separately
generate 4 stylized images. As shown in Fig. 3, 24 users
from diverse backgrounds evaluate there images in terms of
best content preservation (BCP), least style leakage (LSL),
and overall performance (Overall). StyleSSP outperforms
all state-of-the-art methods on three evaluation aspects with
a big margin, which demonstractes the broad application
prospects of our method.

Figure 3. Results for the user study in percentages.

1.4. Parameter Selection
We conducted additional experiments to show how the fre-
quency pass parameter σ affects the results. As shown in
Fig. 4, σ performs best in the range of 0.3 to 0.5, perform-
ing the best background and facial line preservation. This
is because a very small σ fails to emphasize high-frequency



Figure 4. Visualization of frequency pass parameter σ’s effect.

Figure 5. Frequency spectrum distribution of 20 random images.

information, while a very large σ suppresses too many valid
components of images. Moreover, Fig. 5 shows that, al-
though images differ in the spatial domain, their frequency
distributions are quite similar, which supports us to use
nearly the same σ for different images. Moreover, since the
frequency distribution of images is similar, the frequency
band related to contours is not significantly affected by the
choice of diffusion model. Therefore, different diffusion
models should share the same frequency pass parameter σ.
In summary, we recommend choosing σ between 0.3 and
0.5, and this choice of value is not significantly related to
the diffusion model.

1.5. Additional Results
We additionally compare the proposed method with the
most recent baseline (StyleID) and the baseline with lowest
ArtFID (InstantStyle plus). Fig. 2 shows the additionally
qualitative comparison of ours with diffusion model base-
lines.

Also, in Fig. 6, we visualize the style transfer results
of various pairs of content and style images, which further
demonstrate StyleSSP’s robustness and versatility in adapt-
ing to diverse content and style.



Figure 6. Style transfer results of style and content image pairs. Zoom in for viewing details.
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