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The supplementary material is organized as follows:
• § 1: More background;
• § 2: More experimental results;
• § 3: Additional implemental details;
• § 4: More details of VideoRefer-700K and Benchmark;
• § 5: Limitations.

1. More Background

1.1. Video Large Language Models

Large Language Models (LLMs) have revolutionized the
field of artificial intelligence by proving their capability to
tackle diverse tasks related to language comprehension and
generation. To fully leverage the potential of LLMs for
visual understanding, researchers have increasingly turned
their attention to image-based Multimodal Large Language
Models (MLLMs) [1, 5, 11, 14–17, 19, 36], which integrate
language and visual data within a unified feature space.
This integration has emerged as a significant area of re-
search focus. In parallel, Video Large Language Models
(Video LLMs) [6, 9, 10, 12, 12, 13, 18, 18, 22, 32, 34, 37]
have garnered increasing attention fueled by advancements
in image-based MLLMs. Most Video LLMs primarily fol-
low the trend of utilizing pre-trained vision models to ex-
tract sequence-based information from videos, which is
then interleaved with textual embeddings for LLM to gener-
ate responses [23]. Despite their promising results, current
Video LLMs still face challenges in fine-grained regional
and temporal understanding.

1.2. Regional Understanding with MLLMs

To attain fine-grained regional object-level comprehension,
MLLMs can be incorporated with instance-level visual rep-
resentations. This integration allows models to generate se-
mantic understandings that focus on specific regions. In
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the context of image-based MLLMs, recent researchs [2–
4, 7, 8, 21, 24, 26, 27, 29–31, 33, 35, 38] has demonstrated
a significant trend to enable the image referring with spa-
tial visual prompts. In contrast, research focused on video-
based regional understanding across dynamic sequence-
based scenes is relatively limited. Merlin [28] first explored
video-based referring and future reasoning by employing
three manually selected frames as visual input, which limits
the model’s ability to comprehend longer and more intricate
scenes. Elysium [25] introduces a million-scale dataset for
object-level tasks in videos; however, the provided descrip-
tions tend to be quite simplistic. Another reseach work is
Artemis [20], but it primarily emphasizes basic single object
descriptions, thereby constraining its capacity to analyze re-
lationships among various objects or perform more com-
plex tasks on specific objects within dynamic sequences.
Moreover, Artemis utilizes a sparse bounding box repre-
sentation, which inadequately captures the nuances of the
objects. Compounding these challenges is the lack of large-
scale, high-quality region-level video instruction data and
benchmarks for thorough evaluation, which further ham-
pers progress in this domain. To address these issues, we
introduce the VideoRefer Suite to advance spatial-temporal
understanding.

2. More Experimental Results

2.1. Additional Ablation Studies

Ablation on VideoRefer-700K Dataset. Table A1 sum-
marizes the ablation results for various data types in the
constructed VideoRefer-700K dataset. The results indi-
cate that using a short description yields a score of 2.43
on BenchD and 68.3 on BenchQ, along with an MVBench
score of 58.0. Incorporating question-answering (QA) data
improves the performance to 2.45 for BenchD and 71.7 for
BenchQ, while maintaining an MVBench score of 58.4. No-
tably, the method employing detailed descriptions achieves
the best results, with scores of 3.42 on BenchD, 71.9 on
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Figure A1. Visualizations of similarity among adjacent object-level token pairs across the temporal dimension. Here, we use cosine
similarity as the measurement.

Method BenchD BenchQ MVBench

0 w/o Regional data – – 57.9
1 + Short description 2.43 68.3 58.0
2 + QA 2.45 71.7 58.4
3 + Detailed description 3.42 71.9 59.6

Table A1. Ablation results on various data types in VideoRefer-
700K dataset. Bench denotes VideoRefer-Bench for simplicity.

Model MVBench VideoMME VideoReferD VideoReferQ

Three Stages 57.2 55.5/57.5 3.44 70.3
Four Stages 59.6 55.9/57.6 3.42 71.9

Table A2. Comparisons with different training stages.

BenchQ, and 59.6 on MVBench. These results demonstrate
that the inclusion of more comprehensive data significantly
enhances overall performance.

Ablation on Training Stage Paradigm. We conduct
experiments involving a four-stage training process. The
first two stages focus on scene-level and object-level align-
ment, respectively. Stages 2.5&3 have identical training
setups but differ in data, with Stage 2.5 using descriptive
data with uniform prompts. To prevent such a large amount
of data from impacting the model’s instruction-following
ability, we separate these stages to allow initial acquisition
of detailed knowledge before SFT. Additionally, we evalu-
ated the impact of merging the final two stages, as shown
in Table A2. The results reveal that a four-stage training
approach significantly enhances instruction-following abil-
ity, evidenced by considerable improvements in MVBench
(+2.4) and VideoReferQ (+1.6).

Union
u

VideoRefer-BenchD VideoRefer-BenchQ

TD HD SQ RQ

32 3.17 3.01 68.7 58.1
16 3.20 2.99 69.3 58.5
8 3.18 3.02 69.6 57.8
4 3.10 3.04 70.6 60.5
1 3.08 2.98 68.9 60.9

Table A3. Temporal and sequential performance comparisons for
various union u in the TTM module under multi-frame mode.

Impacts of Different Union Numbers in TTM. The
Temporal Token Merge (TTM) Module is designed to cap-
ture essential object-level tokens across the temporal di-
mension in multi-frame mode. Fig. A1 visualizes the simi-
larity scores between adjacent object token pairs. It is evi-
dent that most adjacent tokens exhibit high similarity, mak-
ing it necessary to merge those tokens with significant sim-
ilarity. We conducted ablation experiments using temporal
and sequential metrics to investigate the effects of varying
numbers of token unions u. The experimental results are
detailed in Table A3. Notably, with u = 4, VideoRefer
achieves the best performance in Hallucination Detection
(HD) and Sequential Questons (SQ), and ranks second in
Reasoning Questions (RQ). We adopt u = 4 to strike a bal-
ance between performance and token costs in our approach.

Different Reference Forms. Our model is capable of
supporting various types of visual input, including points,
boxes, and masks. However, as shown in Table A4, the



Prompts VideoReferD VideoReferQ

Point 3.15 67.8
Box 3.30 70.3
Mask 3.42 71.9

Table A4. Different visual prompts.
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Figure A2. Visual illustrations of the data distribution for each
training stage.

features encoded by masks tend to be more precise, leading
to better performance, whereas points are less precise by
comparison.

2.2. More Qualitative Results

We provide additional visualization results to emphasize
performance across a variety of tasks, such as single-object
referring, video relationship analysis, complex reasoning,
future prediction, and video object retrieval. Besides, we
present the examplar cases to demonstrate the capabilities in
general video understanding and image object understand-
ing. Fig. A6 showcases these visual examples. A randomly
selected mask along with its corresponding frame is used as
the region input.

3. Additional Implemental Details
3.1. Training Stages

The training pipeline of our model is structured into four
distinct stages. Fig. A2 presents the data distribution for
each stage.

Stage 1: Image-Text Alignment Pre-training. In this
initial pre-training phase, we utilize the same dataset as em-
ployed in the first stage of VideoLLaMA2.1 [6]. During this
phase, the parameters of both the vision encoder and the

large language model are frozen, and training is conducted
solely on the STC connector [6], enabling the alignment of
image and text modalities.

Stage 2: Region-Text Alignment Pre-training. This
stage further incorporates the Object Encoder to capture
object-level features based on the weights obtained from
Stage 1. The training focus is exclusively on the spatial-
temporal Object Encoder to ensure the alignment of intri-
cate object-level features with corresponding language em-
beddings. We use the generated 500K region-level short
descriptions, along with video and image referring segmen-
tation datasets as the training data. During this stage, all the
data are processed in single-frame mode to focus solely on
alignment.

Stage 2.5: High-Quality Knowledge Learning. At
this intermediate stage, the weights of vision encoder re-
main frozen, while the STC connector, Object Encoder, and
LLM undergo fine-tuning. This stage aims to infuse the
model with high-quality captioning data, utilizing a diverse
dataset that includes 118K image-caption pairs, 30K video-
caption pairs, 79K image-level region caption data, and
125K video-level region caption data, inclusive of the de-
tailed descriptions we curated. For object-level video data,
we employ a balanced approach, using half in single-frame
mode and half in multi-frame mode.

Stage 3: Visual Instruction Tuning. The training con-
figuration for this stage closely mirrors that of Stage 2.5.
The primary objective is to enhance the model’s ability to
accurately interpret user instructions and tackle complex
object-level understanding tasks. For video-level data, we
utilize the same dataset segments as those used in VideoL-
LaMA2.1 [6]. For image-level data, we employ the datasets
from LLaVA [16]. In addition, we incorporate 294K image-
level region data and 115K previously constructed video-
level region data to further strengthen the model’s capa-
bilities. We also employ a balanced approach using half
in single-frame mode and half in multi-frame mode in this
stage.

4. More Details of VideoRefer-700K Dataset
and Benchmark

4.1. Human Evaluation on Reviewer

In our muliti-agent data engine, we introduce the Reviewer
to address potential errors and mismatches, thereby ensur-
ing the quality of our VideoRefer-700K dataset. To assess
the effectiveness of the Reviewer, we conducted a manual
evaluation of its outputs. We define the evaluation metrics
as follows:
• TP (True Positives): Items that the Reviewer identified

as relevant and accurate, which are confirmed to be true
upon manual inspection.

• TN (True Negatives): Items that the Reviewer discarded



The woman is wearing a blue T-shirt, seated at a table on 
a patio, holding a jar of pickles with one hand while using a 
spoon to scoop out pickles. She places the pickles onto a 
sandwich on the plate in front of her. 

Annotator

man wearing a blue shirt 
Osprey

Reviewer Human

The young man is seated in the driver's seat of a car, 
wearing dark sunglasses and a white t-shirt. He holds a 
black object in his right hand, likely a smartphone or 
camera, while gesturing with his left hand as he speaks. 

Annotator

person wearing black pants
Osprey

Reviewer Human

TNFN

The young man is focused on a piece of machinery, using 
a screwdriver with steady precision. His short, light brown 
hair complements the light gray, button-up shirt with rolled-
up sleeves and a dark gray tie he wears. 

Annotator

a man working on a machine
Osprey

Reviewer Human
TP

The person is holding a black card labeled "Surface" and 
placing it on a white box while wearing a black shirt. Their 
light skin tone and short, dark hair are visible as they 
repeatedly pick up the card and a white paper, placing them 
back on the white box in a methodical manner. 

Annotator

a hand holding a paperOsprey

Reviewer Human
FP

Figure A3. Visual illustrations of human check process. TP, TN, FP and FN are introduced for the assessment on Reviewer.

Video caption A man is fishing on a boat and catching a large fish.

Video clips

Subject: [man], Others: [ boat, fish]

Detailed description on Action/Movement

Detailed description on Appearance

Choose a random frame

man

The man in the video is initially standing on the edge of a boat, holding a fishing rod. He is wearing a camouflage shirt and a 
blue baseball cap. The man is focused on the water, where a fish is jumping and splashing. He then bends down towards the 
water, reaching out to grab the fish. The fish is struggling, causing water to splash around. The man successfully catches the 
fish and lifts it out of the water. He then holds the fish up, showing it to the camera. Throughout this process, the man's 
movements are deliberate and focused, with significant changes in motion as he reaches for the fish and lifts it.

The man in the video is wearing a camouflage-patterned long-sleeve shirt, gray shorts, and a blue baseball cap. 
He has a beard and is wearing sunglasses.

Prompt: Describe the man’s … in detail…

🐼 Panda-70M

Step1: Noun extraction 
Analyzer

Step2: object-level Caption generation

Annotator

Step3: Mask Generation

Segmentor

Reviewer

Step4: Correspondence Verification

Yes/No

The man is standing on the edge of a boat, wearing a camouflage-patterned long-sleeve shirt, gray shorts, and a blue baseball cap. With a focused expression, 
he watches the water as a fish jumps and splashes nearby. He bends down, reaching out to grab the struggling fish, causing water to splash around him. 
Successfully catching it, he lifts the fish out of the water and holds it up to show the camera, his deliberate movements reflecting his concentration on the task.

Step5: Summarization & Refinement
Refiner

Image-level region short description
The man is wearing a camouflage.

Grounding-DINO HQ-SAM

Osprey

InternVL2

GPT-4o 

SAM2

Figure A4. A detailed illustrative example of the construction pipeline in our multi-agent data engine.



Manually True Manually False
Reviewer True 88 (TP) 12 (FP)
Reviewer False 36 (FN) 64 (TN)

Table A5. Confusion matrix of the randomly sampled 100 items
in the Reviewer evaluation.

as irrelevant or inaccurate, which are indeed false accord-
ing to the manual check.

• FP (False Positives): Items that the Reviewer considered
as true, but are found to be false during manual verifica-
tion.

• FN (False Negatives): Items that the Reviewer discarded
as false, but are actually true upon manual review.
We randomly sampled 100 items each from both the data

discarded and retained by the Reviewer. The detailed results
are represented in Table A5, and the corresponding metrics
are calculated as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
= 0.76, (1)

Precision =
TP

TP + FP
= 0.88, (2)

Recall =
TP

TP + FN
= 0.71, (3)

F1 Score = 2× Precision × Recall
Precision + Recall

= 0.79. (4)

The precision value stands at 88%, indicating that the
majority of samples identified as positive by the reviewer
are indeed positive, thereby ensuring the data’s quality.

4.2. Example Illustrations

We provide a typical example to better exhibit the con-
struction pipeline of our multi-agent data engine, as shown
in Fig. A4. Additionally, the data distribution of our
VideoRefer-700K dataset is illustrated in Fig. A5. Fig. A7
further showcases the additional visual samples from the
VideoRefer-700K dataset.

4.3. More Benchmark Visualization

We present more visualizations of our benchmark,
VideoRefer-BenchD and VideoRefer-BenchQ, as shown
in Fig. A8. These visualizations aim to provide a
deeper understanding of benchmarks’ structure and con-
tent. VideoRefer-BenchD focuses on detailed description
tasks, facilitating the analysis of nuanced object references
and relationships within videos. Meanwhile, VideoRefer-
BenchQ is designed for question-and-answer scenarios, cap-
turing the essence of interactive video comprehension.

125K

500K

14K

21K

40K

VideoRefer
-700K

Figure A5. Data distributions of our VideoRefer-700K dataset,
encompassing five different data types.

5. Limitations
In this work, our VideoRefer is designed on object-level
spatial-temporal video understanding, without the abilities
on grounding. This limitation may affect the applicability
of our method in real-world scenarios, which requires iden-
tifying and associating objects within their dynamic con-
texts. In the future work, we will address this gap by in-
tegrating grounding abilities into our framework, extending
our dataset and benchmark to improve the system’s overall
utility in practical applications.

References
[1] Jinze Bai, Shuai Bai, Shusheng Yang, Shijie Wang, Sinan

Tan, Peng Wang, Junyang Lin, Chang Zhou, and Jingren
Zhou. Qwen-vl: A frontier large vision-language model with
versatile abilities. arXiv:2308.12966, 2023. 1

[2] Mu Cai, Haotian Liu, Siva Karthik Mustikovela, Gregory P
Meyer, Yuning Chai, Dennis Park, and Yong Jae Lee. Mak-
ing large multimodal models understand arbitrary visual
prompts. In CVPR, pages 12914–12923, 2024. 1

[3] Chi Chen, Ruoyu Qin, Fuwen Luo, Xiaoyue Mi, Peng Li,
Maosong Sun, and Yang Liu. Position-enhanced visual
instruction tuning for multimodal large language models.
arXiv preprint arXiv:2308.13437, 2023.

[4] Keqin Chen, Zhao Zhang, Weili Zeng, Richong Zhang,
Feng Zhu, and Rui Zhao. Shikra: Unleashing multi-
modal llm’s referential dialogue magic. arXiv preprint
arXiv:2306.15195, 2023. 1

[5] Zhe Chen, Weiyun Wang, Hao Tian, Shenglong Ye, Zhang-
wei Gao, Erfei Cui, Wenwen Tong, Kongzhi Hu, Jiapeng
Luo, Zheng Ma, et al. How far are we to gpt-4v? closing
the gap to commercial multimodal models with open-source
suites. arXiv preprint arXiv:2404.16821, 2024. 1

[6] Zesen Cheng, Sicong Leng, Hang Zhang, Yifei Xin, Xin
Li, Guanzheng Chen, Yongxin Zhu, Wenqi Zhang, Ziyang



The horse in the video is brown with a black mane. It is 
standing still and appears calm. The horse is wearing a 
bridle and is being held by a person wearing a gray shirt.VideoRefer

Describe the <object> in the video.

The little girl with dark skin and curly hair is wearing a pink 
shirt, paired with light blue pants. She sits on a pink mat, 
her legs spread apart in a split position, while another child 
stands nearby.

VideoRefer

Describe the <object> in the video.

A likely future event for <object1> is that it will continue to 
fly away from the grassy area towards the water, possibly 
landing on the riverbank or in the water.VideoRefer

This person is Kobe, wearing a red hooded jacket. 
He initially stood on stage holding a microphone 
for an interview with the host, then sat down on a 
chair to begin speaking.

VideoRefer

What is the person <object> doing in the video?

VideoRefer VideoRefer

Video Object Retrival

<object1> appears to be a store employee, as indicated by 
his uniform and the context of the scene, which takes place 
in a retail environment.VideoRefer VideoRefer

Future Prediction

In the video, a lioness is seen lying down with her two cubs. 
She is grooming them by licking their fur. The cubs are sitting 
close to her, enjoying the attention. The lioness is focused on 
cleaning and caring for her young ones.

VideoRefer

Describe the video in detail.

The red sports car is a Ferrari. It is parked in a lot, 
and its door is open. 

VideoRefer

Describe the <object> in the image.

Image Object UnderstandingGeneral Video Understanding

Video Relationship Analysis

Complex Reasoning

How does the movement of <object1> relate to <object2>?

<object1> is the bicycle being ridden by <object2>, who is 
the person wearing a black and yellow helmet. The 
movement of the bicycle is directly controlled by the rider, 
indicating that the rider's actions are responsible for the 
bike's motion.

How does <object2> interact with <object1>?

<object2> is dancing with <object1>, who is wearing a pink 
dress. They are moving in sync, and their dance appears to 
be part of a larger performance or celebration.

Yes, the behavior of <object1> is challenging as it involves 
navigating a rocky terrain with a bicycle.

Is the behavior of <object1> challenging?What can be inferred about <object1>’s role in the scene?

What is a likely future event of <object1>?

Single Object Referring

Figure A6. Visualization results of VideoRefer across various tasks, including single-object referring, video relationship analysis, complex
reasoning, future prediction, video object retrieval, as well as general video understanding and image object understanding.



The man in a black shirt and blue jeans stands at a podium before 
walking towards the audience. With long black hair tied back in a 
ponytail, he bends down to shake hands with a woman, then stands 
up and continues to move through the group of people.

The motorcyclist is adjusting his black helmet with a visor, ensuring it fits 
securely as he prepares for his ride. He wears a red t-shirt emblazoned 
with “CANADA” and a white maple leaf, complementing his youthful 
appearance with short, dark hair. After making slight adjustments, he lifts 
the helmet off, revealing his face and smiling at the camera.

Question: <video>\nPlease describe in detail the object <region> in the video.

A black bird is eating something on the grass. A guy on the left is doing karate.

(a) Samples from our VideoRefer-700K dataset (Short description)

Question: <video>\nPlease describe the object <region> in the video in brief.

(b) Samples from our VideoRefer-700K dataset (Detailed description)

Question: What is the primary action being performed by <object0>?

<object0> is climbing up towards the crib, using it for support as 
he ascend.

Question: How does the position of <object1> change over time?

<object1> remains stationary throughout the sequence, 
consistently holding onto the wooden bars of the crib without 
any significant change in position or activity.

Question: What is the relationship between <object0> and <object1>?

<object0> is the child being supported by <object1>, the adult in black, 
who is helping the child learn to walk in the corridor.

Question: How does <object0> maintain balance while walking?

<object0> maintains balance by occasionally touching the wall for 
support as she walks forward.

(c) Samples from our VideoRefer-700K dataset (QA)

Figure A7. Visual samples from our VideoRefer-700 dataset, typical including short descriptions, detailed descriptions, and QA pairs.
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person animal transportation

Basic Questions Sequential Questions Sequential Questions

Relationship Questions Reasoning Questions Future Predictions

The little girl in the video has short light brown hair 
and is wearing a light blue dress with a floral 
pattern. Behind her is a man and a woman who 
appear to be her mom and dad. She looks around 
with a curious expression.

The piglet in the video has a predominantly white coat 
with some gray patches. Its body is small and round, its 
legs are short, and it has pink ears. It walks back and 
forth in front of a cage with chickens in it and jumps 
around excitedly on a white cloth.

The ambulance in the video is white with a blue and 
yellow stripe. It is parked near the school building, 
and there are people gathered around it. The 
ambulance is stationary and not in motion.

Question: What is <object2>?
(A) A piece of paper
(B) A plate
(C) A phone
(D) A cup

Question: What is <object1> doing in the video?
(A) Sitting on the table and moving
(B) Being held by a person's hand and placed on the scale
(C) Running around the room
(D) Sleeping on the table

Question: How many times did <object1> kick the ball?
(A) One
(B) Two
(C) Three
(D) Four

Question: What is the relative position of <object3> 
to <object1> at the beginning of the video?
(A) <object3> is to the right of <object1>
(B) <object3> is to the left of <object1>
(C) <object3> is behind <object1>
(D) <object3> is in front of <object1>

Question: What might be a reason for <object2> 
walking by <object1>?
(A) <object2> is her pet providing companionship
(B) <object2> is a stray dog looking for food
(C) <object2> is being walked by another person
(D) <object2> is lost and trying to find its way home

Question: What will <object1> do next?
(A) <object1> will continue going straight
(B) <object1> will turn around and walk back
(C) <object1> will take a seat on the bench
(D) <object1> will stop and interact with someone

Figure A8. Visual examples of our VideoRefer-Bench, including VideoRefer-BenchD and VideoRefer-BenchQ.
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