V-Stylist: Video Stylization via Collaboration and Reflection of MLLLLM Agents

Supplementary Material

A. TVSBench Details

Due to the lack of a suitable complex video stylization
dataset that includes open user queries, multiple scene tran-
sitions, and challenging cases (e.g., large motion, small ob-
ject), we have constructed our benchmark, namely TVS-
Bench (Text-driven Video Stylization Benchmark), as de-
picted in Fig. 1.

Given the simplicity and static nature of video samples in
current academic video editing, which struggle to meet the
complexities of real-world video applications, we have col-
lected 50 more challenging video samples targeting five key
challenges in video stylization: large motion, occlusion and
overlaying, small objects, similar foreground backgrounds,
and multiple object interactions. The average duration of
the full-length videos is 30 seconds at 30 fps, while the
highlight versions average 5 seconds at 30 fps. The videos
in the database are categorized into five distinct YouTube
genres, with the subjects evenly distributed across Humans,
Landscapes, Animals, and Vehicles, with an equal propor-
tion for each category.

Each video is paired with a single text user query indicat-
ing the desired style preference. These queries follow four
modal patterns established by [6], and the construction pro-
cess involves the meticulous creation of four types of open
user queries:

* Prompt-based: These queries are straightforward re-
quests for a specific artistic style without additional con-
text. They are typically used when the user has a clear
vision of the desired outcome and wishes to communi-
cate it directly to the system. e.g., “Pixel art style.” This
prompt indicates the user wants the video to be stylized
in the manner of pixel art, a style characterized by small,
block-like images.

« Inspiration-based: These queries provide a broader con-
text or a thematic inspiration for the style, often referenc-
ing a setting or scenario that embodies the desired aes-
thetic. They are used when the user wants to convey a
mood or atmosphere that aligns with their vision. e.g., “I
would love to see a western realistic style video set in a
baseball game.” This prompt suggests the user is looking
for a video that captures the realism of a western genre,
specifically within the context of a baseball game.

¢ Instruction-based: These queries are more directive,
specifying actions or subjects within the video content
that need to be stylized in a particular way. They are
used when the user has specific instructions for how ele-
ments within the video should be treated stylistically. e.g.,
“Render this man who is practicing kung fu in a clayma-

tion style.” This prompt instructs the system to stylize a
specific action (a man practicing kung fu) in the style of
claymation, a technique that uses models made from clay
or other malleable materials.

* Hypothesis-based: These queries propose a potential
style as a hypothesis, often with a degree of uncertainty
or suggestion. They are used when the user is unsure of
the best style or is open to suggestions from the system.
e.g., “Perhaps a Japanese anime style is the best choice
to enhance this video’s aesthetics.” This prompt hypothe-
sizes that applying a Japanese anime style could improve
the video’s visual appeal, leaving room for the system to
confirm or propose alternatives.

To enrich the dataset, we utilized GPT4 [1] to mimic and

generate an additional 40 similar texts, which were then re-

fined by human experts to ensure quality, diversity, and con-
sistency.

The TVSBench quantitative metrics span three dimen-
sions: Condition Alignment, Temporal Consistency, and
Video Quality. Condition Alignment evaluates CLIP-T,
measuring CLIP [7] score between frame content and text
prompts, and CLIP-W, assessing the match between style
words and frames by CLIP [7]. Temporal Consistency mea-
sures structural coherence with the SSIM Score [10] and
semantic preservation with the CLIP Score [7]. Video Qual-
ity assesses image-level aesthetics and technical appeal us-
ing Aesthetic Quality-I and Distortion Quality-I, and video-
level aesthetics by the LAION aesthetic predictor [9] and
MUSIQ image quality predictor [5], while DOVER [11]
provides technical integrity with Aesthetic Quality-V and
Distortion Quality-V.

B. Implementation details of Style Reflection

In the paper, the Style Reflection Algorithm is meticulously
designed to optimize the weights of ControlNet for precise
style transformation in videos. The process commences
with the initialization of weights for softedge, tile, depth,
and lineart, all set to a random value between 0.1 and 0.3.
This initial setup lays the groundwork for subsequent reflec-
tion processes, where a human preference example for each
style category serves as in-context guidance for the MLLM
to facilitate the reflection process.

The algorithm accepts a video shot X, along with a style
model M, a content prompt P; derived from the Video
Parser, and a set of ControlNets C;.y with their respective
weights W;.ny. The video shot is then stylized by apply-
ing the style model M, which incorporates the content
prompt P; and the weighted ControlNets to produce the
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Figure 1. Overview of the TVSBench. The left portion of the figure showcases the extensive video database, encompassing a multitude
of genres including landscapes, vehicles, animals, and human subjects. It underscores the complexities involved in stylizing videos with
significant motion, instances of occlusion and overlapping, the presence of small objects, challenging foreground and background similar-
ities, intricate multiple object interactions, and the pursuit of stylistic simplicity. Furthermore, it elaborates on the spectrum of open user
queries, ranging from those driven by prompts-based, instructions-based, inspirations-based, to hypothesis-based. The upper right section
delineates the evaluative metrics integral to TVSBench, which encompass temporal and structural consistency, semantic coherence, condi-
tion and text alignment, style congruence, as well as the dual aspects of aesthetic and distortion qualities within video content. The lower
right section presents a comprehensive set of statistics. These include a diverse and evenly distributed array of video samples, alongside
an in-depth analysis of style counts, the categorization of user queries, the architectural depth of the style tree, and the inventory of style
models, collectively providing a robust framework for video stylization assessment.

stylized shot ). The stylized shot ), is then evaluated by
an MLLM, which assigns a style score R(*) based on the
style match, aesthetics, and other criteria. This score serves
as a measure of how well the stylized shot meets the desired
style criteria. If the score is below the threshold of 60, indi-
cating that the stylized shot is not satisfactory, the algorithm
enters the Style Reflection phase.

In the Style Reflection phase, the algorithm adaptively
adjusts the weight scores W;.y through a multi-round self-
reflection process. The weights at the i-th round are denoted
as Wl(zj)\,, and initially, all weights are set to the same value.
Based on these weights, a new stylized shot y,f” is gener-
ated, and its style is evaluated by the MLLM, resulting in a
new style score R(%).

If the style score R(*) is higher than the threshold, the

stylized shot Yt(%) is considered satisfactory and is used as
the final output. If not, the MLLM is used again to generate
(i4+1)
1:N

new weights W, ., ’, taking into account the previous styl-

ized shot ))t(i) and its style score R(*). This initiates another
round of style rendering and reflection.

The algorithm sets a maximum number of rounds 7" to
prevent an infinite loop. If the stylized shot remains unsatis-
factory after the maximum number of rounds, the algorithm
terminates and selects the round with the highest style score
as the final output. This approach ensures that the V-Stylist
can dynamically adjust to different video content and style
requirements, enhancing the flexibility and effectiveness of
the video stylization process.

Through this iterative process, the Style Reflection Algo-
rithm allows for a more nuanced and adaptive control over
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the visual details of the stylized video shots, moving beyond
a one-size-fits-all approach to style transformation. This re-
sults in a more personalized and higher-quality stylization
that aligns with the diverse and complex nature of video
content and user preferences.

C. Style Tree Details

When constructing the style tree, we gathered a number of
models of 17 various styles and their corresponding model
cards from CivitAl [3]. These models were categorized into
two major classes: Artistic and Realistic. Each distinct
model was then mapped to the appropriate style category
as leaf nodes within the branches of the tree, as illustrated
in the Fig. 2. This systematic approach allowed us to create
a comprehensive and organized structure that represents the
diversity of styles available, making it easier to navigate and
select the desired style for specific applications or projects.
Naturally, this tree is designed to be dynamically scalable,
accommodating additional styles as they are developed.

Under the Artistic, we find styles that lean towards cre-
ative expression and abstract representation, such as oil
painting, expressionism, and various forms of anime, in-
cluding flat anime, western anime, and japanese anime.
This category also includes unique styles like ukiyo-e,
pixel art, and abstract art, each with its own set of
models and characteristics. For instance, the “pixel art
style” is an example within this category, with the model
“pixel_f2.safetensors” that is tagged with “artistic” and
“pixel style” and is triggered by the keyword “pixel”.

The Realistic category, on the other hand, encompasses
styles that aim to replicate or enhance the appearance of

real-world visuals. This includes styles like asian re-
alistic, western realistic, and photolistic, etc. For the
“asian realistic style,” we have the model “majicmixRe-
alistic_v6.safetensors” which falls under the realistic cate-
gory, specifically tailored to capture the essence of Asian
scenes. This model is a checkpoint merge type, indicating
that it combines the capabilities of multiple models to pro-
duce highly realistic outputs. It is tagged with “realistic”
and ““asian scenes,” and it operates on version “v6” of the
base model “SD 1.5.”

Each distinct model within the Artistic and Realistic cat-
egories is mapped as a leaf node within the corresponding
branch of the Style Tree. This hierarchical structure not
only aids in navigation but also provides a clear overview
of the relationships between different styles. As illustrated
in Fig. 2, the tree is designed to be dynamically scalable,
allowing for the incorporation of new styles and models as
they emerge, ensuring that the Style Tree remains a compre-
hensive resource for style-based applications and projects.

D. More Visualization of V-Stylist on Long
Video Stylization

Fig. 4 demonstrates the qualitative results of our V-Stylist
on longer video stylization. Our systematic collaborative
approach yields videos with high condition alignment, tem-
poral consistency, and video quality.

E. More Qualitative Comparisons

Fig. 5, Fig. 6, and Fig. 7 respectively display the stylized
results of different SOTA methods under various styles.
The second to fourth rows are the condition images for
Lineart, Depth, and Softedge, while the condition images
for Tile are the original images. It can be observed that
Control-A-Video [2] exhibits a noticeable color degrada-
tion phenomenon in long videos, while other methods, due
to their use of a single ControlNet [14] and rigid weight
settings, cannot balance the structure and color information
as well as the alignment of styles. Our V-Stylist, by dy-
namically combining different types of structure controls,
consistently demonstrates the highest condition alignment,
temporal consistency, and video quality. Moreover, for
some styles that are difficult to describe through text or are
scarce in the training data, relying solely on text-driven ren-
dering of the base model is challenging to achieve effec-
tive results. Different methods may employ various models.
For uniformity, we use the original version of Stable Dif-
fusion v1.5 [8] for Rerender-A-Video [12], FRESCO [13],
ControlVideo [15], FLATTEN [4], and Control-A-Video
[2]. For structure control, we utilize the default settings
for each method: Rerender-A-Video employs ControlNet-
HED, FRESCO uses ControlNet-Depth and DDIM Inver-
sion, FLATTEN uses DDIM Inversion, ControlVideo uses
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"asian realistic style": [

(photorealistic:1.4), <normal description of the image>, dramatic lighting"],

"
monochrome"],

{
"model_name": "majicmixRealistic_v6.safetensors"”,
"model_url": "https://civitai.com/models/43331?modelVersion",
"model_type": "checkpoint merge",
"tag": ["realistic", "asian scenes"],
"version": "v6",
"trigger_words": [],
"base_model": "SD 1.5",

"example_prompts": ["Best quality, masterpiece, ultra high res,

"negtive_prompts": ["nsfw, ng_deepnegative_v1_75t,badhandv4,
rst quality:2), (low quality:2), (normal quality:2), lowres,watermark,

"CFG scale™: 12,
"Steps": 20,
}
]

Figure 2. Style Tree. The Style Tree categorizes a variety of artistic and realistic styles within a hierarchical framework. It extends into
branches that represent the subcategories falling under the broader categories of Artistic and Realistic styles. The entire tree is organized
in JSON format, where each leaf node corresponds to a model card for a specific stylization model. These model cards include details such
as model names, URLs, types, tags, and other parameters that are instrumental in directing the stylization process.

ControlNet-Depth, and Control-A-Video uses ControlNet-
Depth.

Although the CLIP-W score of V-Stylist is slightly lower
compared to Rerender-A-Video and ControlVideo, its ac-
tual performance is by no means inferior. This is evident
when we examine Fig. 3, where both ControlVideo and
Rerender-A-Video incorrectly render the yacht’s wake as
green square land, a characteristic of the Minecraft style but
a misrepresentation of the original video’s content. How-
ever, V-Stylist not only applies the Minecraft style effec-
tively but also preserves the original content by accurately
rendering the wake as waves, aligning with the natural de-
piction of a yacht’s movement on water. V-Stylist also ex-
cels in temporal consistency, ensuring that the style trans-
formation is smooth and coherent across frames, which is
vital for the viewer’s experience in video content. While

Rerender-A-Video and ControlVideo may achieve a higher
Style Alignment score according to CLIP, their aesthetic
quality and fidelity to the original video’s content are com-
promised. V-Stylist’s holistic approach to style transfer con-
siders not only the aesthetic style but also the importance
of content alignment and temporal consistency, making it a
superior choice for high-quality video transformations that
respect the original video’s essence. Incorporating other ex-
amples in Fig. 5, Fig. 6, and Fig. 7, we hypothesize that
the lower CLIP metric scores for V-Stylist imply that CLIP
might not be fully equipped to capture the subtleties of
styles, such as Expressionism and other abstract art styles,
that are not adequately represented in the training data for
CLIP. This insight will also inspire us to further optimize
our benchmark metrics to better evaluate the performance
on diverse and less conventional artistic styles.
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Qualitative Comparison with ControlVideo and
Rerender-A-Video. It can be observed that both ControlVideo
and Rerender-A-Video have rendered the yacht’s wake as green
square land, whereas V-Stylist accurately rendered the wake as
waves. Although the CLIP calculates a higher Style Alignment
for them, their aesthetic quality of style, as well as the precision of
transformation and temporal consistency, are inferior to ours.

Figure 3.

F. More Ablation Study

Ablation Study of Video Parser compares three different
methods of generating stabel diffusion prompts: using only
style words, combining raw captions with style words, and
using prompts with style words. The results, as shown in
Tab. 1, demonstrate the incremental improvements in both
text alignment and video quality metrics. The table indi-
cates that the integration of captions with style words and
the use of prompts with style words both lead to signif-
icant enhancements in video quality metrics compared to
using only style words. This suggests that the context pro-
vided by captions and prompts is crucial for improving the
model’s performance in generating high-quality videos that
align well with the given conditions.

Ablation Study of Style Parser compares the effective-
ness of direct LLM decisions and a progressive LLM search
strategy. The results, presented in Tab. 2, highlight the
differences in performance between these two approaches.
The findings from this study suggest that the progressive
search strategy (Tree Search) outperforms both the base
model and the direct search method, indicating that a more
nuanced approach to style model selection can lead to bet-
ter alignment and higher video quality. This underscores
the importance of a structured search process in achieving
optimal style model.

Condition Alignment Video Quality
CLIP-T t Aesthetic-I +  Aesthetic-V +  Distortion-1 T Distortion-V

Only Style Word 0.2556 0.5569 0.6294 0.5756 0.6204
Caption + Style Word 0.2592 0.5628 0.6383 0.5800 0.6284
Prompts + Style Word 0.2627 0.5687 0.6473 0.5844 0.6364

Models

Table 1. Ablation Study of Video Parser. Experiments conducted
based on the Stable Diffusion v1.5-base model demonstrate that
Shot Captioner and Shot Translator have achieved improvements
in text alignment and video quality through step-by-step optimiza-
tion of the input text prompts.

Condition Alignment Video Quality
CLIP-T 1+ CLIP-W 1 Aesthetic- T Aesthetic-V T Distortion-I T Distortion-V 1

Base Model 0.2627 0.1166 0.5687 0.6473 0.5844 0.6364
Direct Search 0.2655 0.1300 0.5780 0.6600 0.5900 0.6500
Tree Search 0.2662 0.1519 0.5950 0.6887 0.5895 0.7028

Table 2. Ablation Study of Style Parser. SD1.5 indicates the
base model of Stable Diffusion v1.5 without style model search.
Direct Search indicates exporting all style model names and tags,
conducting a single round of LLM Q&A to select the style model;
if the search fails (LLM’s answer is not in the model list, then
the base model is used directly). Tree Search indicates the results
obtained using the Style Tree progressive search.

Models

G. Full Prompts for V-Stylist

We present our complete LLM and MLLM prompts for V-
Stylist, including Video Parser in Fig. 8, Style Parser in
Fig. 10 and Fig. 10, Style Artist in Fig. 11 and Fig. 12,
We fully take advantage of In-context learning, Chain-of-
thoughts and Tree-of-thoughts prompting techniques to en-
hance LLM’s reasoning and decision-making capabilities.
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Figure 5. Qualitative Comparison (1) With Existing SOTA Methods. Our V-Stylist consistently demonstrates the highest condition
alignment, temporal consistency, and video quality. We compare our V-Stylist with SOTA open-sourced models, including Rerender-
A-Video, FRESCO, ControlVideo, FLATTEN, Control-A-Video. The first row is the original video frame, the second to third rows are
different structure control images, the fourth to ninth rows are results from different SOTA methods, and the last row is the result from
V-Stylist. Color-marked texts at the top indicate specific style preferences.
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Figure 6. Qualitative Comparison (2) With Existing SOTA Methods. Our V-Stylist consistently demonstrates the highest condition
alignment, temporal consistency, and video quality. We compare our V-Stylist with SOTA open-sourced models, including Rerender-
A-Video, FRESCO, ControlVideo, FLATTEN, Control-A-Video. The first row is the original video frame, the second to third rows are
different structure control images, the fourth to ninth rows are results from different SOTA methods, and the last row is the result from
V-Stylist. Color-marked texts at the top indicate specific style preferences.
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Figure 7. Qualitative Comparison (3) With Existing SOTA Methods. Our V-Stylist consistently demonstrates the highest condition
alignment, temporal consistency, and video quality. We compare our V-Stylist with SOTA open-sourced models, including Rerender-
A-Video, FRESCO, ControlVideo, FLATTEN, Control-A-Video. The first row is the original video frame, the second to third rows are
different structure control images, the fourth to ninth rows are results from different SOTA methods, and the last row is the result from
V-Stylist. Color-marked texts at the top indicate specific style preferences.



Prompt for Shot Captioner:

You are a professional shot captioner skilled at observing and describing frame details.

Your task is to offer a detailed frame description, capturing Characters, Actions, Objects, Colors,
Background, Position, and other details. Include specifics like clothing color, background setting,
character positioning, hair and skin tones, clothing texture, and lighting. Aim to detail every visible
aspect of the frame.

Output format: {"Description”: Frame Contents}. Ensure accuracy and visibility; It is important to
avoid describing any details that do not appear in the frame.

**Frmae Pixel Values: {}

Output:

Prompt for Shot Translator:

You are a professional Shot Prompt Translator for stable diffusion.

Your task is to help me design a brief visual prompt for stable diffusion based on 3 frame
descriptions. I will provide three scene frame descriptions. First, summarize them into a detailed
video description, excluding unmentioned elements. Format the positive prompt with high-weight
elements before commas and low-weight after, as: “subject (character & object + details) + scene
(environment) + style (quality + artistic elements)”. Then, create a negative prompt excluding
unwanted elements like low quality or redundant features.

Output format: { “Positive_Prompt”: Prompt Content, “Negative Prompt”: Prompt Content}.
Some examples are given below.

Example 1: {}

Example 2: {}

Example3:{}

**Descriptions:{}

Output:

Figure 8. Prompts of Shot Captioner and Shot Translator in our Video Parser.



Prompt for Style Identifier:

You are a Style Identifier for deciphering user style preferences from vague user query.

Your task is to assess the genre of the input user query and then identify the primary Style and
Subcategories of the user query based on the user query and its corresponding form. If you can't
identify a specific Style, give an summarization of the Style Preference.

- Style categories: [artistic, realistic]

- Subcategories: []

The output should match the format: {"Style Preference": Preference Content}
**User Query: {}

Output:

Prompt for Style Tree Builder-1:

You are an information analyst who can create a Knowledge Tree according to the input categories.

Your task is to place the each Style category as subcategory under the SubStyle categories based on
whether it can be well matched with a specific subject category to form a reasonable scene.

Below is a knowledge tree output template: {"Artistic”: [SubStylel, SubStyle2, ...], "Realistic":
[SubStylel, SubStyle2,...]}

**Style Input: {}
**SubStyle Input: {}
Output:

Figure 9. Prompts of Style Identifier and Style Tree Builder in our Style Parser.



Prompt for Style Tree Builder-2:

You are an information analyst who can add some input models to an input knowledge tree
according to the similarity of the model tags and the categories of the knowledge tree.

You task is to place each input model into the appropriate subcategory on the tree, one by one. You
MUST keep the original content of the knowledge tree. Be sure to differentiate strictly by tag.
artistic and realistic model must be strictly separated !

Please output the final knowledge tree as: {"Artistic": [{SubStylel: [Model Namel,
Model Name?2, ...]}, {SubStyle2: [Model Namel, Model Name?2, ...]}, ...], "Realistic":
[{SubStylel: [Model Namel, Model Name?2, ...]}, {SubStyle2: [Model Namel,
Model Name?2, ...]}, ...]}

**Knowledge Tree Input: {}
**Models Input: {}
**Model Tags Input: {}
Output:

Prompt for Style Searcher:

You are a Style Searcher for selecting the best model based on user style preference.

Your task is to choose the best matched model based on user style preference. First, Act as five
different experts that are appropriate to select one element from the following Input list, which has
best match tags for the following style preference. All experts will write down the selection result,
then share it with the group. Then,you as chairman analyze all 5 analyses and output the consensus
selected element or your best guess matched element.

The final selection output MUST be the same as: {"Selected": [the only one selected element]}.
[the only one selected element] MUST be only element in the Input list, and without other words!

**Style Prefernece: {}
**Input List: {}
Output:

Figure 10. Prompts of Style Tree Builder and Style Searcher in our Style Parser.



System Prompt for Style Artist:

ControlNet is a neural network that guides style transformation by controlling image generation
structures. Here's a concise explanation of its components and their scales (0-0.5):

- Lineart: Dictates fine details and structural lines, ideal for crisp comic or manga styles. Adjust the
scale to control line dominance without impeding style transformation.

- Softedge: Suited for realistic styles requiring softer line delineation, allowing for gradual color
transitions for a more organic look.

- Tile: Preserves original image colors, essential for styles needing color fidelity. Adjust the scale
to balance color preservation with style transformation.

- Depth: Modifies object contouring to add or reduce depth, useful for styles emphasizing
dimensionality.

To balance style and structure:

- For structural transformations (e.g., Oil painting style), avoid high lineart scales to prevent overly
strict adherence to original shapes.

- For texture and color transformations (e.g., Realistic style), avoid high tile scales to allow for
style fidelity.

- For line art or anime styles, set higher lineart and tile scales to respect original lines and colors.

Understanding these controls enables the agent to adjust settings for desired style transformations
while maintaining structural coherence.

Figure 11. System Prompts of Style Scorer and Control Refiner in our Style Artist.



Prompt for Style Scorer in Style Artist:

You are a Style Scorer to evaluate and score the results of stylization.

Your task is to score the styled image generated by controlnet and give an analysis of the currently
used control configs.

First, given an original image and a stylized image generated using controlnet based on the
original image, and the corresponding control's config, from 0 to 100, what score do you think the
stylized image should have for its generation? Do not dominate the scoring with a single attribute
such as correctness of recognition, but rather give a comprehensive score on the degree of
proximity to the target style, the aesthetics of the generated image, and the preservation of key
features of the original image. Second, analyze the effect of control configs on the generation of
stylized images (in terms of proximity to the target style, aesthetics of the generated image, and
retention of key features of the original image), and analyze whether each control type and scale
setting is reasonable, and whether it has a bad effect on the currently generated stylized image, and
whether it should be larger or smaller. Should it be larger or smaller?

Your final answer must be in JSON format as { “Final Score”: score_value, “Control Analysis”:
asnalysis_string}, where score value is the score from 0-100 and asnalysis_string is the text of
your analysis of the control configs. Follow the above two steps and give some explanation. Do
not include any code.

**Target Style:{}\n **Source Frame:{}\n **Styled Frame:{}\n **Control Configs:{}\n
Output:

Prompt for Control Refiner in Style Artist:

You are a Control Refiner to refine control weights for better stylzation results.

Your task is to determine the optimal scale for each control type contained in the Control Configs
based on Control Analysis and other information. Observe the Target Style, Source Image, and
Styled Image yourself and analyze each control type according to the recommendations of Control
Analysis. Observe the Target Style and Source Image and Styled Image yourself, and analyze
whether the scale of each control type in Control Configs needs to be adjusted according to the
recommendations of Control Analysis, and if not, keep its original value, and if it needs to be
adjusted, give the value that you think is optimal. Note that the scale value of all controls must be
between 0 and 0.5.

Your final answer must be a list of tuples as /(control type, scale value), ...] , where control type is
the same as Control Configs. Follow the above steps and give some explanation.

**Target Style:{}\n **Source Frame.:{}\n **Styled Frame:{}\n **Control Configs.:{}\n **Control
Analysis:{} \n

Output:

Figure 12. Prompts of Style Scorer and Control Refiner in our Style Artist.
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