HaWoR: World-Space Hand Motion Reconstruction from Egocentric Videos

Supplementary Material

1. Generalization on In-the-Wild Videos

To evaluate the generalization of HaWoR on in-the-wild
video, we show qualitative results of the camera and hand
reconstruction on sequences from EPIC-KITCHENS [3]
in Fig. 1. Although the proposed model has not been
trained on these in-the-wild data, it can still recover hands
and cameras that are consistent with the input videos. We
include additional in-the-wild cases in the supplementary
video, where the generalization of HaWoR can be easily
observed. It is worth noting that the input videos include
numerous frames where the hands are outside the view frus-
tum. Despite this, HaWoR achieves accurate reconstruc-
tions by leveraging the proposed motion priors and the in-
filling network.

2. Comparison on In-the-Wild Videos

To compare HaWoR with other state-of-the-art methods on
in-the-wild video, we show qualitative results in the camera
view on sequences from EPIC-KITCHENS [3] in Fig. 2.
It is evident that our method achieves significantly better
results compared to HaMeR [7] and WiLoR [8] when hand
truncation occurs at the boundary.

3. Implementation Details
In this section we provide the training and evaluation de-

tails about the network of hand motion estimation and hand
motion infiller.

3.1. Hand Motion Estimation Network

To train the hand motion estimation network we use a com-
bination of multiple hand video datasets for generalization
of the model. In particular, we use 4 video datasets with
both 3D and 2D hand annotations, constructing of 1M train-
ing frames totally:

e HOT3D [1] is an egocentric video dataset that contains
daily hand activity, and we partitioned it to use 573K
frames as training set.

¢ ARCTIC [4] dataset that contains two hands dexterously
manipulating objects, focusing on hand-object interaction
dynamics and 165K video frames are utilized for training.

* DexYCB [2] is a dataset focused on capturing hand grasp-
ing of objects, designed to support tasks in hand-object
interaction and robotics, which provides 169K frames to
train.

e HO3D [5] is a markerless dataset of color images with
hands and objects involving 10 persons and 10 objects,
and there are 66K frames for training.

We train the hand motion estimation network with
AdamW [6] optimizer for 250K iterations with a learning
rate of le-5. The model is trained by freezing the pre-
trained ViT backbone of WiLoR [8] for 2 days, using four
NVIDIA A800 and a total batch size of 32. Regarding the
loss weighting factor, we set A\; = 0.05 for the 3D keypoint
loss, A2 = 0.01 for the 2D keypoint loss and A3 = 0.001
for the MANO pose loss.

Figure 1. Qualitative Evaluation of the reconstructed world-space hands on in-the-wild videos from EPIC-KITCHENS [3]. Refer to the
supplementary video.
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Figure 2. Qualitative Comparison with other state-of-the-art
methods on in-the-wild videos from EPIC-KITCHENS [3]. Re-
fer to the supplementary video.

3.2. Hand Motion Infiller

To facilitate the training, we transform the input sequence
from camera space to canonical space, as shown in Fig. 3.
Specifically, we define the first frame of each sequence as
the canonical frame, and we compute the canonical trans-
formation by aligning the first (0*") frame’s hand rotation
and offset the hand translation to zero:
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where R., denotes the rotation of ¢** frame camera to
world, t,, is the translation of t'" frame camera to world,
@™ and I'y"" are the hand rotation and translation in 0"
frame camera space.

To train the hand motion infiller we use the HOT3D [1]
dataset that provides 3D hand annotations of all frames, in-
cluding the frames with missing hands. We first collect the
non-visible hand segments to create training sequences. To
increase the data scale, other sequences are sampled from
the dataset and randomly masked. We keep the start and
end frames as context for the infiller and randomly mask
middle continuous frames. We train the hand motion in-
filler with AdamW [6] optimizer for 1500K iterations. The
learning rate is initialized with 0.0001 and decreased by a
factor of 0.9 every 100 steps. We trained the model for 1
day using one NVIDIA A800 and a batch size of 32. For
weighting the losses, we set y; = 0.05 for the translation
loss, 2 = 2.0 for the rotation loss, v3 = 2.0 for the pose
loss and 4 = 0.05 for the shape loss.

3.3. Evaluation Details

We evaluate the reconstructed world-space camera trajecto-
ries and hand motions using HOT3D dataset [1], that con-
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Figure 3. Illustration of camera to canonical space transform.
We transform the sequence into canonical space that decouples the

hand motion from the dynamic camera and aligns the sequence
start state to zero translation and zero rotation.

tains egocentric videos from Aria glasses accompanied with
moving camera trajectories and hand MANO annotations in
the world-coordinates. HOT3D is also used to evaluate the
infiller network since it provides accurate hand annotations,
even when hands are out of the egocentric camera frustum.
We use 110 videos as the training set and 27 videos as the
validation set.

To evaluate HaWoR we use the following metrics:

* PA-MPJPE and AUC. To evaluate 3D hand pose in the
camera-frame, we compute the Procrustes-Aligned Mean
Per Joint Position Error (PA-MPJPE) measured in mil-
limeters (mm) and Area Under the Curve (AUC) to as-
sess the 3D joint accuracy.

* W-MPJPE and WA-MPJPE that measure the MPJPE in
mm, for a sliced sequence of 100-frame segments, after
aligning the first frames and aligning the entire trajecto-
ries, respectively.

¢ RTE. We evaluate the Root Translation Error (RTE in %)
normalized by the displacement of the hand trajectories
after rigid alignment.

* Accel. We compute Acceleration error (Accel, in m/ 52)
that measures the inter-frame smoothness of the recon-
structed motion.

* FID is the Frechet Inception Distance that calculates the
distribution distance between MANO space of the esti-
mated and GT sequence.

¢ ATE and ATE-S. We compute the Average Trajectory
Error (ATE), which uses Procrustes analysis to align the
scale to GT. ATS-S is adopted to report the Average Tra-
jectory Error with the estimated scale.



Figure 4. Failure cases of HaWoR in hand motion reconstruction.

4. Limitations

One limitation of our approach is its reliance on hand-
tracking outputs from an off-the-shelf method [8], which
can propagate erroneous detections to HaWoR, particularly
in cases of tracking identity failures. As illustrated in Fig. 4,
such issues can lead to reconstruction errors, for example,
when left/right hand tracking is incorrect.

It is also important to note that HaWoR models each
hand independently, without any inter-penetration con-
strains. This can cause self-penetrations when the two
hands interac, as shown in Fig. 4. In the future we plan
to explore both hand interactions and further constrain the
penetration between the two hands.
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