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1. More Details of Experiments Setup
The results of adding QADDRS of various DE-GANs in
the main paper are trained by two NVIDIA A5000 GPUs
(2 × 24G) with the operating system Ubuntu 20.04. To
replicate our experimental environment, we recommend re-
ferring to the official open-source codes1 for StyleGAN2-
based method and open-source codes2 for FastGAN-based
method for environment settings.

1.1. More Experiments Results with Inception
Score (IS)

To further show the superiority of the proposed QAD-
DRS, we also report the experiment results using another
commonly-used GANs evaluation metric, i.e., Inception
Score (IS) [4]. The results on low-shot datasets compared
with the state-of-the-art method, i.e., Diffusion-Projected
GAN (FastGAN), are shown in Table S1. Diffusion-
Projected GAN (FastGAN) + QADDRS can achieve higher
IS, demonstrating the superiority of the proposed QAD-
DRS.

1.2. More Experiments Results on CIFAR-10/100
Datasets

To further demonstrate the superiority of the proposed
QADDRS, we also conduct experiments on CIFAR-10/100
datasets using StyleGAN2 + Diff-Augment [7]. The re-
sults are shown in Tables S2 and S3. StyleGAN2 + Diff-
Augment + QADDRS achieves better performance on the
CIFAR-10/100 datasets.

2. More Generated Images
According to the main paper, more generated results
on low-shot datasets with StyleGAN2 + Diff-Augment
+ QADDRS, StyleGAN2 + ADA + QADDRS, InsGen
+ QADDRS and Diffusion-Projected GAN (FastGAN) +

1https : / / github . com / NVlabs / stylegan2 - ada -
pytorch

2https://github.com/autonomousvision/projected-
gan

QADDRS are shown in Figures S1, S2, S3 and S4, respec-
tively. More generated results on FFHQ datasets with Ins-
Gen + QADDRS, Diffusion-Projected GAN (FastGAN) +
QADDRS and Diffusion-Projected GAN (FastGAN Lite) +
QADDRS are shown in Figures S5, S6 and S7, respectively.

3. Discussion of Ethical Issues

This paper applies the 100-shot Obama dataset, i.e., the
dataset consists of Obama faces, in the experiment section.
This dataset is widely and commonly used without limita-
tions in DE-GANs research. Furthermore, a lot of recent
studies [1–3, 6, 7] on DE-GANs have applied this dataset in
their experiments, demonstrating its application is reason-
able and does not raise any ethical issues.

4. Limitation and Broader Impact

This paper proposes a simple yet effective method called
quality aware dynamic discriminator rejection sampling
(QADDRS) that can benefit the practical deployment of
DE-GANs. The technical contributions of this paper do not
raise any particular ethical challenges. However, because
technology is usually a double-edged sword, our work may
also bring potential social risks when applying GANs with
limited data. For example, it may make it easier to generate
fake media using only limited data.
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Figure S1. Images generated by StyleGAN2 + Diff-Augment + QADDRS on (a) 100-shot Obama dataset, (b) 100-shot Panda dataset,
(c) 100-shot Grumpy-cat dataset, (d) AnimalFace-cat dataset and (e) AnimalFace-dog dataset. The decreasing value of FID in red color
demonstrates the improvement of StyleGAN2 + Diff-Augment + QADDRS compared with baseline StyleGAN2 + Diff-Augment. Best
viewed in color.
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Figure S2. Images generated by StyleGAN2 + ADA + QADDRS on (a) 100-shot Obama dataset, (b) 100-shot Panda dataset, (c) 100-shot
Grumpy-cat dataset, (d) AnimalFace-cat dataset and (e) AnimalFace-dog dataset. The decreasing value of FID in red color demonstrates
the improvement of StyleGAN2 + ADA + QADDRS compared with baseline StyleGAN2 + ADA. Best viewed in color.
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Figure S3. Images generated by InsGen + QADDRS on (a) 100-shot Obama dataset, (b) 100-shot Panda dataset, (c) 100-shot Grumpy-
cat dataset, (d) AnimalFace-cat dataset and (e) AnimalFace-dog dataset. The decreasing value of FID in red color demonstrates the
improvement of InsGen + QADDRS compared with baseline InsGen. Best viewed in color.
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Figure S4. Images generated by Diffusion Projected GAN (FastGAN) + QADDRS on (a) 100-shot Obama dataset, (b) 100-shot Panda
dataset, (c) 100-shot Grumpy-cat dataset, (d) AnimalFace-cat dataset and (e) AnimalFace-dog dataset. The decreasing value of FID in
red color demonstrates the improvement of Diffusion Projected GAN (FastGAN) + QADDRS compared with baseline Diffusion Projected
GAN (FastGAN). Best viewed in color.
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Figure S5. Images generated by InsGen + QADDRS on (a) FFHQ-100 dataset, (b) FFHQ-1K dataset, (c) FFHQ-2K dataset and (d)
FFHQ-5K dataset. The decreasing value of FID in red color demonstrates the improvement of InsGen + QADDRS compared with baseline
InsGen. Best viewed in color.
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Figure S6. Images generated by Diffusion Projected GAN (FastGAN) + QADDRS on (a) FFHQ-100 dataset, (b) FFHQ-1K dataset,
(c) FFHQ-2K dataset and (d) FFHQ-5K dataset. The decreasing value of FID in red color demonstrates the improvement of Diffusion
Projected GAN (FastGAN) + QADDRS compared with baseline Diffusion Projected GAN (FastGAN). Best viewed in color.
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Figure S7. Images generated by Diffusion Projected GAN (FastGAN Lite) + QADDRS on (a) FFHQ-100 dataset, (b) FFHQ-1K dataset,
(c) FFHQ-2K dataset and (d) FFHQ-5K dataset. The decreasing value of FID in red color demonstrates the improvement of Diffusion
Projected GAN (FastGAN Lite) + QADDRS compared with baseline Diffusion Projected GAN (FastGAN Lite). Best viewed in color.

Method 100-shot Animal-Face

Obama Grumpy Cat Panda Cat Dog
Diffusion-Projected GAN FastGAN) [5] 1.67 1.47 1.00 2.28 15.32
+ QADDRS 1.69 1.50 1.03 2.33 15.47

Table S1. The comparison of Inception scores (higher is better) with Diffusion-Projected GAN (FastGAN) [5] and Diffusion-Projected
GAN (FastGAN) + QADDRS on low-shot datasets (256 × 256). We follow the setting as in [7]. Massive Augmentation [2] is applied to
all of the methods. The Inception Scores are averaged over three evaluations; all standard deviations are less than 1% relatively.

Method MA 100% CIFAR-10 20% CIFAR-10 10% CIFAR-10

IS FID IS FID IS FID
StyleGAN2 + Diff-Augment [7] Yes 9.40 9.89 9.21 12.15 8.84 14.50
+ QADDRS Yes 9.41 9.76 9.25 11.95 8.95 14.11

Table S2. A comparison of StyleGAN2 + Diff-Augment + QADDRS with StyleGAN2 + Diff-Augment on the CIFAR-10 dataset (100%,
20% and 10%). Inception Score (IS) and FID are measured using 10k samples; the test set is the reference distribution. For a fair
comparison, Massive Augmentation (MA) is applied to all the methods. Results are averaged over five evaluation evaluations; all standard
deviations are less than 1% relatively.

Method MA 100% CIFAR-100 20% CIFAR-100 10% CIFAR-100

IS FID IS FID IS FID
StyleGAN2 + Diff-Augment [7] Yes 10.04 15.22 9.82 16.65 9.06 20.75
+ QADDRS Yes 10.07 15.11 9.87 16.48 9.18 20.16

Table S3. A comparison of StyleGAN2 + Diff-Augment + QADDRS with StyleGAN2 + Diff-Augment on the CIFAR-100 dataset (100%,
20% and 10%). Inception Score (IS) and FID are measured using 10k samples; the test set is the reference distribution. For a fair
comparison, Massive Augmentation (MA) is applied to all the methods. Results are averaged over five evaluation evaluations; all standard
deviations are less than 1% relatively.
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