Scene Splatter: Momentum 3D Scene Generation from Single Image
with Video Diffusion Model

Supplementary Material

1. Additional Implementation Details

Flash3D [2] predicts 2 Gaussians for each pixel. The
comprehensive configuration for Gaussian optimization is
shown in Table 1.

Table 1. Implementation details of Gaussian Optimization.

Config Parameter
sh degree 3
initialize position learning rate 0.00003
feature learning rate 0.001
opacity learning rate 0.01
scaling learning rate 0.0002
rotation learning rate 0.0002
densification interval 100
densify gradient threshold 0.0002

2. Additional Ablation Studies

We conduct ablation studies to investigate our momentum
coefficients. We replace our designed latent-level momen-
tum coefficient in Eq. 8 by fixed values, where A =
0.3,0.5,0.7,0.9. We report the quantitative results in Ta-
ble 2 and visualize the rendering results in Figure 1. With-
out our adaptive \! defined in Eq. 10, the video diffusion
model can not recover the distortions.

Table 2. Ablation study of our latent momentum coefficient. We
report the average PSNR, SSIM and LPIPS of rendering results.

Method | PSNRT  SSIMt  LPIPS|
Flash3D [2] 15.87 0.640 0.349
Ours 17.58 0.703 0.268
A=0.3 17.51 0.694 0.269
A=05 17.58 0.692 0.269
A=0.7 17.57 0.693 0.270
A=0.9 17.55 0.689 0.268

Besides, we also replace our designed pixel-level mo-
mentum coefficient in Eq. 13 by fixed values, where p =
0.3,0.5,0.7,0.9. We report the quantitative results in Ta-
ble 3 and visualize the rendering results in Figure 2. As
shown in Figure 2, other coefficients suffer from artifacts
to merge @ (Z) and ®4(Z), where our method can achieve
reasonable results by balancing the consistency of scenes

Table 3. Ablation study of our pixel momentum coefficient. We
report the average PSNR, SSIM and LPIPS of rendering results.

Method | PSNRT  SSIMt  LPIPS|
Flash3D [2] 15.87 0.640 0.349
Ours 17.58 0.703 0.268
=03 17.18 0.695 0.292
=05 17.29 0.697 0.283
=07 13.74 0.660 0.306
=09 15.42 0.668 0.317

and the generative power of video diffusion models. Results
in Table 3 also demonstrate that our method outperforms the
fixed pixel-level momentum coefficient in all matrices.

3. Analysis on Camera Trajectories

To generate a video with M frames, the total iteration is
h = [%=27 4 1. A larger n indicates more time and error
accumulation due to more iterations, while a smaller n leads
to more inconsistency with less reference information. We
provide more results with different camera trajectories in
Table 4 and Figure 3, which demonstrate the generalization
of our method. We select n as a trade-off between efficiency
and performance, and it can be set to different values for

requirements.

Table 4. Analysis of n with different camera trajectories. We re-
port iterations for 100 frames.

n  Iter In Out Rotate Up  Down

4 2272 19.11 20.06 1533 21.33
5 2286 1920 20.10 1535 21.59
10 6 2273 19.12 2020 1536 21.74
15 9 2212 1885 20.18 1529 21.68

4. More comparison

We follow the settings in ReconFusion and provide more
comparison with sparse view methods in Table 5. Our
method consumes less time and achieves better SSIM and
LPIPS results than ZeroNVS even with 3 input views on
RelOK. Each iteration (Diff. ~2 min, Recon. ~1.5 min)
requires similar inference time to MV Splat360. For further
comparison of our method and baselines [2—4], we provide
videos of the rendering results as attachments.
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Figure 2. Visualization of additional ablation study on pixel-level momentum coefficient.
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Figure 3. Results of our methods on more camera trajectories.

Table 5. More quantitative comparison with other methods. t Our method contains only one iteration with interval sampling.

Method | View RealEstate10K MipNeRF360 Time
| PSNRT SSIM{ LPIPS| PSNRT SSIMT LPIPS|

ViewCrafter [4] | 1 1372 0450 0547 1177 0297  0.754 13 min
Ours 1 17.04 0680 0287 1200 0315 0750 17 min
Ours' 1 16.77 0680 0287 1195 0325 0.750 3.5min
MVSplat [1] 32377 0858  0.174 <ls
MVSplat360 32060 0787 0227 3 min
ZeroNVS 3 19.11 0675 0422 1444 0316  0.680 60 min
ReconFusion 32584 0910 0.144 1550 0358  0.585

CAT3D 32678 0917 0132 1662 0377 0515

ReconX 3 17.16 0435 0407
3DGS-Enhancer | 6 13.96 0260  0.689
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