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A. More Details of SeriesBench

A.1. Task Dimension Definitions

Modern videos have diverse and intricate elements, includ-
ing visuals, scripts, audio, and post-production enhance-
ments. To facilitate a more comprehensive evaluation of
large models that aligns with the diverse modalities present
in contemporary videos [5, 10], we categorize the tasks into
five major dimensions: Visuals, Script, Audio, Augmenta-
tion, and Comprehension.

1. Visuals. Visuals focus on understanding and analyz-
ing visual content in the video. 1.1 Figures: The model
needs to analyze the figures appearing in the video: (1.1.1)
Actions, analyzing what the figures are doing; (1.1.2)
Interactions, understanding interactions between figures.
1.2 Scenes: The model needs to recognize changes in
scenes and spatiotemporal shifts: (1.2.1) Scene transitions,
distinguishing between different scene changes; (1.2.2)
Spatiotemporal shifts, understanding changes in time and
space. 1.3 Objects: The model should recognize and track
the state of objects in the video: (1.3.1) Presence, confirm-
ing whether certain objects are present; (1.3.2) Interaction,
analyzing how objects interact with characters.

2. Script. Script assesses the model’s understanding of
the background, plot, and characters within the video. 2.1
Background: The model needs to understand the setting of
the story: (2.1.1) World-building, analyzing the overarch-
ing background framework constructed in the video; (2.1.2)
Time and location, determining the time and place of the
story. 2.2 Plot: The model needs to analyze the develop-
ment and complexity of the story: (2.2.1) Plot development,
understanding how the story unfolds; (2.2.2) Foreshadow-
ing and payoff, identifying and understanding the setup and
resolution of plot elements; (2.2.3) Twists and conflicts, an-
alyzing key turning points and conflicts in the story; (2.2.4)

Climaxes and build-ups, identifying the climax and its pre-
ceding buildup; (2.2.5) Suspense and continuity, analyzing
the suspense and how different scenes transition; (2.2.6)
Emotional dynamics, recognizing emotional peaks in the
story. 2.3 Characters: The model needs to analyze the
characters in the story: (2.3.1) Reference, identifying char-
acters in context; (2.3.2) Motivations, analyzing the reasons
behind characters’ actions.

3. Audio. Audio elements assess the model’s under-
standing of sound-based information in the video, includ-
ing dialogues, background music, and sound effects. 3.1
Dialogue: The model needs to understand and analyze the
details of dialogues: (3.1.1) Dialogue Attribution, matching
dialogue with the character speaking; (3.1.2) Pronoun ref-
erences, understanding the pronouns or references used in
conversations; (3.1.3) Tone and emotion, analyzing the tone
and emotional shifts in dialogue. 3.2 Music: The model
needs to analyze the role of music in the video: (3.2.1)
Atmosphere, assessing how background music influences
the emotional atmosphere of the scene. 3.3 Sound Ef-
fects: The model should understand the role of sound ef-
fects: (3.3.1) Impact, analyzing how sound effects enhance
a scene’s emotional or narrative aspects.

4. Augmentation. Modern videos are no longer purely
composed of footage; many post-production elements, such
as subtitles, labels, and special effects, are added. The
model needs to understand and utilize this information to
enhance video comprehension. 4.1 Subtitles: The model
needs to handle subtitles: (4.1.1) Recognition, accurately
recognizing and understanding subtitle information. 4.2
Labels: The model needs to understand the annotations
in the video: (4.2.1) Purpose, analyzing how labels convey
specific information. 4.3 VFX: The model should analyze
the use of special effects: (4.3.1) Effectiveness, evaluating
how special effects influence the visual experience.



   



 















Figure 1. Task Dimension in SeriesBench. Detailed sample
count for each task in SeriesBench.

5. Comprehension. Comprehension tasks evaluate the
model’s overall grasp of the video. 5.1 Engagement: The
model needs to infer viewers’ interest in the plot’s devel-
opment: (5.1.1) Future predictions, predicting future de-
velopments based on current information; (5.1.2) Current
interpretation, assessing the model’s understanding of the
current storyline. 5.2 Empathy: The model needs to under-
stand the emotional connection between the audience and
the characters: (5.2.1) Character resonance, analyzing the
emotional state of characters and generating empathy.

A.2. Data description

To obtain high-quality series data, we sourced series-format
videos from the professional video platform, Kuaishou1. To
ensure higher-quality series, we selected content only from
series created by authors with a substantial follower base,
as well as videos meeting specific standards for likes and
comments. Specifically, we only included series created by
authors with more than 10 million followers, where each
episode within the series maintained a minimum of 5,000
likes and at least 1,000 comments.

To further ensure a balanced representation across gen-
res, we selected series relatively evenly from the top 11
most popular genres. Additionally, we controlled the num-
ber of episodes within each series, ranging from 2 to 50
episodes per series. This approach provided a diverse yet
structured dataset. Ultimately, we curated a total of 105 se-
ries, encompassing 1,072 videos. For more detailed insights
into the distribution, refer to Fig. 2.

1https://www.kuaishou.cn
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Figure 2. Video Categories in SeriesBench. The videos in Se-
riesBench are categorized into two main types: thematic videos
and series videos. These encompass 11 of the most popular video
themes, including Urban Life, Romance, Fantasy, Counterattack,
Family, Ancient Style, Campus Life, Anime, Funny Daily, Short
Drama, and Food. Each series is accompanied by a number indi-
cating the total count of videos within that series.

B. More Details of Data Annotation
To ensure the quality of SeriesBench, we invited many pro-
fessional data annotators to participate in the annotation
process for SeriesBench. The process began with com-
prehensive training sessions, during which annotators were
introduced to the task objectives and detailed annotation
guidelines. Following this, a trial annotation phase was con-
ducted to evaluate the annotators’ performance and select
those most suited to the task. Based on the issues identified
during the trial, additional training or personalized guidance
was provided to address specific challenges and improve
annotation quality. After these iterative steps, we finalized
a team of 32 top-performing annotators who demonstrated
the highest annotation quality for the main labeling task.
Upon completion of the annotation, we conducted a rigor-
ous quality inspection, during which annotations that failed
to meet the required standards were either sent back for re-
annotation or discarded entirely. Finally, a sampling test
of the dataset showed that 96% of the annotations met our
stringent requirements, confirming the high quality of the
labeled data in SeriesBench.

B.1. Annotation Interface
To facilitate annotation and management, we designed a
dedicated annotation interface, as illustrated in Fig. 3. At
the top of the interface, information extracted from the



selected video is displayed, offering annotators a conve-
nient reference for comparison and ensuring accurate la-
beling. On the left side, a hierarchical video index orga-
nizes content by genre at the primary level, enabling anno-
tators to efficiently navigate and select video series within
each category. The right side serves as the annotation
workspace, where videos are meticulously analyzed and an-
notated across multiple dimensions. Each annotation entry
includes precise timestamps, detailed descriptions of scenes
or characters, and associated character portrait screenshots
to ensure comprehensive labeling. After completing these
elements, annotators select the most appropriate task cate-
gory and craft a concise declarative statement sentence that
integrates and contextualizes the annotated content, result-
ing in a cohesive and informative annotation output. Once
the process is complete, annotators can save their work by
clicking the “keep” button or reset the interface for the next
task using the “clear” button, streamlining the workflow for
subsequent annotations.

B.2. Manual annotation
As illustrated in Fig. 4, this example demonstrates a spe-
cific annotation process in detail. Once the annotator selects
a video series, the interface expands to display all episodes
within that series. The annotator is required to begin with
the first episode and progress sequentially through to the fi-
nal one, ensuring comprehensive coverage of the entire se-
ries. When the button for a particular episode is clicked,
the interface redirects to the corresponding video playback
page, where the annotator must watch the entire video be-
fore initiating the annotation process. Guided by the es-
tablished annotation guidelines, the annotator meticulously
documents critical aspects of the video, including timelines,
character interactions, and major events. This process also
involves capturing relevant screenshots of key characters to
provide visual references that enrich the annotation.

After completing the detailed annotations, the annota-
tor selects the most suitable task category that aligns with
the content. In this example, “Plot development” was cho-
sen, reflecting the emphasis on narrative progression and
storyline evolution. As a final step, the annotator crafts
a concise declarative statement sentence that synthesizes
all the annotated content, ensuring that it reflects a well-
connected summary and contains multi-step inferential in-
sights. This approach guarantees that the resulting state-
ment offers a high-information, comprehensive representa-
tion of the video content, enhancing the depth and quality
of the benchmark annotations.

C. More Details of Heuristic Baselines
We provide further details on the heuristic baselines intro-
duced in Section 5.2, inspired by MathVista [9]: Random
Choice, Frequent Guess, and Human Evaluation. These

baselines are critical for comparing model performance on
the SeriesBench tasks.

Random Choice. The Random Choice baseline selects
an answer randomly from the answer pool for each question
and averages the results over five trials. This baseline serves
as a simple reference for evaluating model performance,
representing the expected outcome of random guessing.

Frequent Guess. Based on the option distribution in
each task category of the SeriesBench training set, we se-
lect the most frequently occurring option as the predicted
answer for the corresponding task in the test set. This base-
line demonstrates whether the option distribution in Series-
Bench is balanced and serves as a straightforward yet infor-
mative reference for evaluating model performance, repre-
senting the expected outcome of consistently selecting the
most common answer.

Human Evaluation. The human evaluation baseline re-
flects human performance on SeriesBench, serving as a re-
liable upper bound for assessing model capabilities. To fa-
cilitate this process, we developed a structured manual eval-
uation workflow with a user-friendly interface, illustrated in
Fig. 5. Each evaluation session involves a random sampling
of 10 videos from the test set. Upon selecting a video, the
evaluator is presented with the corresponding question and
a link to the indexed video. After reviewing the video, the
evaluator submits their answer with a single click and com-
pletes the assessment. This streamlined workflow ensures
efficiency and consistency, providing a robust basis for di-
rect comparison with model-generated results.

D. More Details of Evaluation Settings
D.1. Prompt for Evaluation
We provide the detailed prompt template for evaluat-
ing the model’s performance on SeriesBench in Fig. 6.
Additionally, we provide a prompt template for evalu-
ating the model’s performance on multi-video tasks in
Fig. 7, tailored to assess the model’s ability to analyze
and synthesize information across multi-episode series.
The model input is divided into five parts: <frames>,
<subtitles>, <theme-chara>, <prompt>, and
<question>. The <frames> part contains the video
frames, the <subtitles> part includes the video sub-
titles, the <theme-chara> part involves the theme and
characters of the video, the <prompt> part provides the
instruction for the model, and the <question> part con-
sists of the question for the model to answer. The guidelines
for <subtitles> and <theme-chara> in Fig. 6 and
Fig. 7 are optional and can be adjusted to match the input.

D.2. Model Inference Settings
GPT-4o and GPT-4o-mini Due to API limitations, we
uniformly sampled 50 frames from each video for evalua-
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Figure 3. Illustration of the web-based annotation interface. Displaying parsed video information for reference, a hierarchical video
index for navigation, and an annotation area for detailed content analysis and categorization.
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mary to enhance content representation.
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Prompt for SeriesBench Evaluation

System Prompt
You are an AI visual assistant specialized in analyzing videos.  

Task Description  
Your task is to analyze the given video content and identify its narrative elements (e.g., events, characters, plot development,
emotions, causal relationships, etc.). Based on the provided question, generate accurate answers that align with the video’s 
narrative logic. Carefully examine the video clips and provide answers derived from video frames, audio features, and 
subtitle content.  

GUDGES  
1. Video Frames: Video frames are uniformly sampled from the original video, representing its key information. Utilize 
these frames effectively to extract elements such as plot development, key scenes, or character actions.  
2. Subtitles (Optional): Subtitles are generated from the video audio using a Speech-to-Text (STT) method and may contain 
noise or irrelevant content. Filter out distractions and focus on subtitle content relevant to the question. 
3. Themes and Characters (Optional): Theme is a brief introduction to the current drama, and Characters include 
appearance descriptions of all characters appearing in the video within the drama.
4. Question Types and Answer Formats:  

a) Multiple Choice Questions: Choose the most suitable answer from options A, B, C, or D.  
b) True/False Questions: Select either T (True) or F (False) as the answer.  
c) Open-Ended Questions: Provide a concise and accurate sentence as the answer, ensuring logical clarity and 

consistency with the video content.  

Input  
Question Type: {type}  
Question: {question}  
Options: {options}  

Please strictly adhere to the above notes and answer questions based on the video content.

Figure 6. The prompt template adopted for Evaluation on SeriesBench.

tion on SeriesBench, testing under both “without subtitles”
and “with subtitles” settings. The model input adopts the
format of “<frames> + <subtitles>(optional)
+ <theme-chara>(optional) + <prompt> +
<question>”.
VideoLLaMA2.1-AV We investigated how audio in-
fluences model performance by extracting the audio
tracks from the videos and incorporating them into
the model’s input. The model input adopts the format
of “<frames> + <subtitles>(optional)
+ <audio>(optional) + <prompt> +
<question>”.
Other Open-Source Video-MLLMs We adhere to the
official inference strategies of these MLLMs. To ensure
stable inference for Qwen2-VL, where we observed
occasional CUDA-OOM errors under certain conditions,
we set the number of input frames to 64 instead of the
default setting of 1fps. The model input adopts the format
of “<frames> + <subtitles>(optional) +
<theme-chara>(optional) + <prompt> +
<question>”.

D.3. Evaluation Metrics

MultiChoice and Judgment Type Tasks. All tasks are for-
mulated as multiple-choice questions, and we adopt accu-
racy as the primary evaluation metric.
Open-Ended Type Tasks. For open-ended questions,
where the model’s responses are required to be concise
sentences containing the correct answer, we adopt BLEU-
2 [13], METEOR [1], and BERTScore F1 [19] as evalua-
tion metrics to assess model outputs from both lexical and
semantic perspectives [3, 8, 15]. BLEU-2 evaluates the bi-
gram (two-word phrase) overlap between generated and ref-
erence texts, reflecting the degree of lexical similarity and
fluency. METEOR, widely used in machine translation
and text generation, considers word-level matches, includ-
ing stemming and synonym matching, providing a more nu-
anced and comprehensive evaluation. BERTScore F1 mea-
sures semantic similarity by calculating the cosine similar-
ity between the embeddings of the generated and reference
sentences in the BERT encoding space, offering an accurate
assessment of sentence-level semantic alignment.



System Prompt
You are an AI visual assistant specialized in analyzing videos.  

Task Description  
This is a video sequence from a TV series, including the current episode and additional episodes, input in the logical order 
of the series. The additional episodes are denoted as `Previous_i` and `Next_i`, representing the i-th episode before and after 
the current episode, respectively.
Your task is to analyze the given video content and identify its narrative elements (e.g., events, characters, plot development,
emotions, causal relationships, etc.). Based on the provided question, generate accurate answers that align with the video’s 
narrative logic. Carefully examine the video clips and provide answers derived from video frames, audio features, and 
subtitle content.  

GUDGES  
1. Video Frames: Video frames are uniformly sampled from the original video, representing its key information. Utilize 
these frames effectively to extract elements such as plot development, key scenes, or character actions.  
2. Subtitles (Optional): Subtitles are generated from the video audio using a Speech-to-Text (STT) method and may contain 
noise or irrelevant content. Filter out distractions and focus on subtitle content relevant to the question. 
3. Themes and Characters (Optional): Theme is a brief introduction to the current drama, and Characters include 
appearance descriptions of all characters appearing in the video within the drama.
4. Question Types and Answer Formats:  

a) Multiple Choice Questions: Choose the most suitable answer from options A, B, C, or D.  
b) True/False Questions: Select either T (True) or F (False) as the answer.  
c) Open-Ended Questions: Provide a concise and accurate sentence as the answer, ensuring logical clarity and 

consistency with the video content.  

Input  
Question Type: {type}  
Question: {question}  
Options: {options}  

Please strictly adhere to the above notes and answer questions based on the video content.

Prompt for MultiEpisode Series Evaluation

Figure 7. The prompt template adopted for Multi-Episode series tasks.

E. Implement of Method

E.1. Retriever module of PC-DCoT

We developed a Retriever module to extract event- and
character-related timelines from video frames, aiming to
better understand the narrative structure in series. Specif-
ically, leveraging the manually annotated event and char-
acter timelines in the training set of SeriesBench, we se-
lected the corresponding video frames to construct a dataset
consisting of 6,046 image-text pairs. To better adapt to
Chinese annotations, we refined the module using CN-
CLIPViT-H/14 [17] as the base model and finetuned it on the
constructed dataset. The training hyperparameters are de-
tailed in Tab. 1.

E.2. Mathematical representation of PC-DCoT

The input to our task consists of two primary components:
a video sequence and a set of questions. The video is repre-
sented as a collection of frames denoted by

Hyperparameter config
context length 52
warmup steps 100
batch size 32
learning rate 5e-5
weight decay 0.001
training epochs 5

Table 1. Hyperparameters for CN-CLIPViT-H/14 finetuning.

V = {f1, f2, . . . , fk} (1)

where each element fi corresponds to an individual
frame within the video sequence. Additionally, the input
includes a set of questions Q that are intended to guide the
analysis and understanding of the video content.

For narrative-driven videos, understanding the plot and
characters is essential, as they serve as the key drivers of
the storyline. Our method begins by utilizing the Mul-
timodal Large Language Model (MLLM) to process raw
video frame input V = {f1, f2, . . . , fk} alongside relevant
questions Q. The MLLM’s role is to extract and identify



key narrative elements, specifically focusing on significant
events that are pertinent to the questions and key charac-
ters that appear within the narrative context. This extraction
process results in two distinct sets: a set of events and a set
of characters, both represented as text-based descriptions,
represented as

{E1, E2, . . . , Em}, {C1, C2, . . . , Cn} = MLLMextract(Q, V )
(2)

where {E1, E2, . . . , Em} denotes the extracted events and
{C1, C2, . . . , Cn} denotes the identified characters.

In narrative-driven videos, character appearances of-
ten exhibit discontinuity, whereas events typically unfold
through cohesive and interconnected sequences. To align
video content with task-relevant events and characters, our
approach leverages a video clip model to identify and iso-
late key scenes. When processing raw video input in con-
junction with extracted events related to the given questions,
the model searches for frames corresponding to each iden-
tified event, represented by

Fej = {fi → V | CLIPevent(fi, Ej) ↑ ωe} (3)

where CLIPevent measures the relevance between each
frame fi and event Ej using a defined threshold ωe. To main-
tain temporal coherence, these frames are combined with
neighboring frames within a temporal window ε, forming
cohesive sets of frames for each event, represented by

Ej = {fi→ → V | ↓fi → Fej , |i↔ i→| ↗ ε} (4)

The overall set of event sequences is then expressed as

Fe =
m⋃

j=1

Ej (5)

In parallel, character tracking is performed by locat-
ing and retrieving frames where specific characters appear,
based on their portraits. This process identifies frames rele-
vant to each character Cj , represented by

Cj = {fi → V | CLIPcharacter(fi, Cj) ↑ ωc} (6)

with CLIPcharacter determining frame relevance to the
character using a threshold ωc. The aggregated frames for
all characters are represented as

Fc =
n⋃

j=1

Cj (7)

To effectively capture the narrative structure and char-
acter dynamics, we construct two distinct chains: the Plot
Event Chain of Thought (CoTE) and the Character Tempo-
ral Chain of Thought (CoTC).

The CoTE is created by generating detailed descriptions
for each event set Ej derived from the aggregated event
frames Fe. This process is expressed as

CoTE =
m⋃

j=1

{
dj | dj = MLLMdescribe-event(Ej), Ej → Fe,

Tj = [tstart
j , tend

j ], where Tj denotes the time interval of Ej

}

(8)
Here, MLLMdescribe-event generates a narrative description

dj for each event Ej , and Tj = [tstart
j , tend

j ] represents the
time interval of the event, capturing its temporal boundaries
within the video timeline.

Simultaneously, the CoTC is constructed by describing
the behaviors and appearances of each character Ck based
on the frames aggregated in Fc. This is represented as

CoTC =
n⋃

k=1

{
dk | dk = MLLMdescribe-character(Ck),

Ck → Fc, Tk = {tk1 , tk2 , . . . , tkl},

where Tk is the sequence of frames where Ck appears
}

(9)
This dual-chain construction captures both the continu-

ous flow of events and the potentially scattered yet signifi-
cant appearances of characters, providing a comprehensive
understanding of narrative progression and character inter-
actions.

To merge the Plot Event Chain of Thought (CoTE) and
the Character Temporal Chain of Thought (CoTC) into
a unified framework, we utilize the precise temporal in-
tervals associated with events and character appearances.
Since each event dj in CoTE corresponds to a time inter-
val [tstart

j , tend
j ], it is possible to identify characters dk from

CoTC whose presence overlaps with this interval, repre-
sented by the condition Tk ↘ [tstart

j , tend
j ] ≃= ⇐. This temporal

alignment enables us to determine which characters interact
within the timeframe of each event.

The merging process is defined as:

PC-DCoT =
m⋃

j=1

{d→j | d→j = MLLMaggregate(dj ,

{dk → CoTC | Tk ↘ [tstart
j , tend

j ] ≃= ⇐}), dj → CoTE} (10)



Here, MLLMaggregate combines each event dj from CoTE

with relevant character descriptions dk from CoTC that ap-
pear within the event’s time interval. This aggregation syn-
thesizes the behaviors and occurrences of characters with
the narrative context of the event, resulting in a cohesive
and enriched representation of the narrative flow and char-
acter dynamics.

E.3. Prompt for PC-DCoT
In the mathematical formulation of PC-DCoT pre-
sented above, MLLMextract, MLLMdescribe-event,
MLLMdescribe-character, and MLLMaggregate denote the
reasoning processes executed by the MLLM. The cor-
responding prompts utilized to guide these reasoning
processes are depicted in Figs. 8, 9, 10, and 11.

F. More Experimental Results
In this section, we give more detailed results about the per-
formance of different models on SeriesBench.

F.1. Main Results with Subtitles Ablation
The comprehensive results under the subtitles ablation set-
ting are shown in Tab. 2. Notably, open-source models, par-
ticularly Qwen2-VL, exhibit competitive performance com-
pared to the closed-source model GPT-4o. On the Multi-
Choice and Judgment tasks of SeriesBench, Qwen2-VL se-
cures 5 first-place, 5 second-place, and 1 third-place rank-
ing, closely rivaling GPT-4o, which achieves 7 first-place,
3 second-place, and 1 third-place finishes. These results
underscore the effectiveness and potential of open-source
models in addressing narrative-driven video analysis.

F.2. Performance on Multi-Episode Tasks
Tab. 3 presents the performance of various models on
multi-episode tasks. We observe that model performance
with multi-episode inputs is consistently lower compared to
single-episode inputs, highlighting the difficulty in compre-
hending narrative structures and character dynamics within
series. Addressing these limitations requires advancements
in modeling long-term dependencies and context-aware rea-
soning, which remain critical areas for future research.

F.3. Fine-Grained Task Results
Tab. 4 presents more results of different fine-grained tasks
in SeriesBench. For the tasks that are strongly related to
the plot (a) (b) (c) (d) (e) (f) and those strongly related
to characters (i) (u) (s) (t), the top three models in most
cases utilize the PC-DCoT framework. This demonstrates
the framework’s effectiveness in handling tasks closely re-
lated to narrative and plot elements, showcasing its ability to
capture intricate relationships within the storyline, manage
complex contextual dependencies, and enhance comprehen-
sion of plot progression.

F.4. Qualitative Results
More additional qualitative results can be found in Figs.
12 and 13. Figs. 12 showcases model reasoning perfor-
mance on multiple-choice and true/false tasks across differ-
ent task dimensions. These examples highlight the neces-
sity for narrative comprehension when tackling questions
within our SeriesBench. It is evident that even state-of-the-
art Multimodal Large Language Models (MLLMs) strug-
gle to provide correct answers for certain questions, under-
scoring the complexity of the tasks. However, by incorpo-
rating the PC-DCoT framework, model performance shows
notable improvement, demonstrating enhanced comprehen-
sion and reasoning capabilities when addressing narrative-
driven tasks.

Fig. 13 illustrates the intermediate reasoning process
and final answers of MLLMs when addressing open-ended
questions using the PC-DCoT framework. The results
reveal that integrating the PC-DCoT framework enables
MLLMs to perform deeper analyses of events and individ-
uals, enhancing their ability to draw nuanced conclusions.
This improvement allows the model to tackle more com-
plex problems effectively, demonstrating the framework’s
capability to systematically guide reasoning processes to-
ward more accurate and comprehensive outcomes.



Model Size Frames
VS SC AU AG CO Overall BL-2 MET F1BERT

w/o s. w/ s. w/o s. w/ s. w/o s. w/ s. w/o s. w/ s. w/o s. w/ s. w/o s. w/ s. w/o s. w/ s. w/o s. w/ s. w/o s. w/ s.

Heuristics baselines

Random Choice - - 39.3 38.2 35.5 36.5 38.8 37.7 - - - - - -
Frequent Guess - - 43.6 46.0 43.1 41.1 50.6 44.4 - - - - - -
Human - - 98.2 94.4 94.6 97.2 92.6 95.8 - - - - - -

Open-source Video MLLMs

InternVL2[14] 7B 32 50.2 52.0 51.3 56.8 52.6 57.7 73.6 78.6 55.1 57.7 55.2 59.2 10.11 8.43 23.68 21.22 69.93 68.40
LLaVA-OneVision[6] 7B 32 40.9 51.5 39.3 54.0 43.3 56.2 44.5 70.6 45.5 59.6 42.0 56.9 6.94 7.30 19.67 20.20 67.03 67.82
LLaVA-Video[20] 7B 64 47.8 54.9 48.7 56.8 46.7 57.4 50.2 71.2 49.4 51.9 48.3 58.3 6.50 7.27 17.35 19.06 66.59 67.95
Qwen2-VL[16] 7B 64 52.9 55.7 55.0 57.5 56.4 58.6 72.2 75.3 57.7 59.6 57.7 60.3 12.3 11.41 29.12 27.97 71.53 70.71
MiniCPM-V 2.6[18] 8B 64 48.4 53.3 53.1 57.3 54.7 57.7 73.2 76.6 56.4 55.1 55.6 59.1 9.39 8.57 30.69 30.06 69.53 68.66
Aria[7] 8!3.5B 128 48.2 52.4 50.1 56.6 45.3 51.8 64.2 75.6 46.8 50.0 50.5 56.8 9.25 10.00 23.25 26.08 69.10 70.35
VITA[4] 8!7B 32 41.6 46.9 44.1 46.0 47.2 53.3 59.9 68.9 42.9 48.1 46.5 51.8 8.65 9.32 25.06 27.08 68.81 68.93

Open-source Video-Audio MLLMs

VideoLLaMA2.1-AV[2] 7B 32 41.2 47.4 42.3 52.2 43.3 53.3 36.8 66.6 35.9 49.4 40.8 53.1 6.68 7.61 21.67 23.34 66.02 67.53
+audio 39.1 45.3 40.9 52.2 42.6 51.3 34.8 66.2 32.1 46.2 39.0 51.7 6.17 7.24 20.25 22.71 64.85 67.09

Closed-source MLLMs

GPT-4o-mini[11] N/A 50 40.1 46.7 34.4 42.7 40.4 47.9 54.5 70.9 41.0 44.9 41.3 49.8 9.34 9.99 26.79 29.30 68.35 68.76
GPT-4o[12] N/A 50 52.4 55.8 56.4 62.8 56.0 60.6 72.2 79.9 47.4 59.6 56.9 62.8 7.45 9.61 22.02 25.10 67.74 68.94

Table 2. Performance of MLLMs on SeriesBench. Size means the LLM size. Judgement and multichoice metrics Accuracy and
open-ended metrics BLEU-2(BL-2), METEOR (MET), and BERTScore F1 (F1BERT) are reported in percentage (%), evaluated under two
settings: “without subtitles” (w/o s.) and “with subtitles” (w/ s.). “-” indicates that results are not feasible with open-ended metrics in
heuristic baselines. The best, second-best, and third-best results are marked purple , orange , and gray , respectively.

Model Episodes VS SC AU AG CO Overall BL-2 MET F1BERT

InternVL2

- 52.0 56.8 57.7 78.6 57.7 59.2 8.43 21.22 68.40
Prev2 50.7 55.2 58.4 73.6 58.3 57.8 9.66 23.16 69.36
Prev1 50.5 57.7 59.1 73.2 57.1 58.4 9.37 22.1 68.81
Next1 50.9 55.4 57.4 76.9 59.6 58.4 8.81 21.57 68.67
Next2 49.1 56.4 58.4 73.9 57.1 57.6 8.33 20.89 68.48

Qwen2-VL

- 55.7 57.5 58.6 75.3 59.6 60.3 11.41 27.97 70.71
Prev2 51.6 58.2 58.6 71.2 60.9 58.7 10.58 27.02 70.01
Prev2 54.9 58.0 58.4 71.2 59.0 59.4 10.91 27.35 70.36
Next1 54.6 58.9 56.9 72.2 59.0 59.3 10.83 27.13 70.39
Next2 52.9 58.0 56.0 72.2 59.6 58.5 10.78 26.91 70.28

MiniCPM-V 2.6

- 53.3 57.3 57.7 76.6 55.1 59.1 8.57 30.06 68.66
Prev2 48.7 52.2 56.9 69.2 50.0 54.8 7.88 29.26 68.33
Prev1 48.0 52.0 55.5 71.2 53.2 54.8 7.77 29.52 68.42
Next1 48.2 52.2 50.4 70.2 48.1 53.2 7.97 30.01 68.32
Next2 46.4 52.2 54.0 61.2 48.7 52.0 7.63 29.47 68.17

Table 3. Performance of Top-Performing MLLMs on Multi-Episode Series Tasks.
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Rank Model Score
! GPT-4o+PC-DCoT 79.1
2 InternVL2+PC-DCoT 74.4
3 Qwen2-VL+PC-DCoT 72.1
4 InternVL2 65.3
5 MiniCPM-V 2.6+PC-DCoT 65.1
6 MiniCPM-V 2.6 63.3
7 GPT-4o 59.2
8 LLaVA-OneVision 57.1
9 Qwen2-VL 55.1

10 Aria 53.1
11 LLaVA-Video 42.9
12 VideoLLaMA2.1-AV 42.9

(a) Foreshadowing and Payoff

Rank Model Score
! InternVL2+PC-DCoT 80.0
2 Qwen2-VL+PC-DCoT 80.0
3 GPT-4o+PC-DCoT 75.0
4 MiniCPM-V 2.6+PC-DCoT 75.0
5 InternVL2 71.4
6 GPT-4o 71.4
7 Qwen2-VL 66.7
8 MiniCPM-V 2.6 61.9
9 LLaVA-OneVision 61.9
10 VideoLLaMA2.1-AV 57.1
11 Aria 57.1
12 LLaVA-Video 42.9

(b) Suspense and Continuity

Rank Model Score
! Qwen2-VL+PC-DCoT 75.0
2 GPT-4o 67.9
3 InternVL2+PC-DCoT 64.3
4 GPT-4o+PC-DCoT 64.3
5 MiniCPM-V 2.6+PC-DCoT 64.3
6 LLaVA-Video 50.0
7 Aria 50.0
8 VideoLLaMA2.1-AV 46.4
9 Qwen2-VL 46.4
10 MiniCPM-V 2.6 46.4
11 InternVL2 46.4
12 LLaVA-OneVision 39.3

(c) Emotional Dynamics

Rank Model Score
! InternVL2+PC-DCoT 76.9
2 MiniCPM-V 2.6+PC-DCoT 76.9
3 Qwen2-VL+PC-DCoT 73.1
4 GPT-4o 67.9
5 GPT-4o+PC-DCoT 65.4
6 LLaVA-OneVision 64.3
7 VideoLLaMA2.1-AV 60.7
8 MiniCPM-V 2.6 60.7
9 Aria 60.7

10 InternVL2 57.1
11 LLaVA-Video 53.6
12 Qwen2-VL 53.6

(d) Twists and Conflicts
Rank Model Score
! Qwen2-VL+PC-DCoT 75.0
2 GPT-4o+PC-DCoT 71.9
3 LLaVA-Video 71.4
4 VideoLLaMA2.1-AV 71.4
5 GPT-4o 71.4
6 InternVL2+PC-DCoT 68.8
7 Qwen2-VL 68.6
8 Aria 68.6
9 MiniCPM-V 2.6+PC-DCoT 59.4

10 MiniCPM-V 2.6 54.3
11 LLaVA-OneVision 54.3
12 InternVL2 51.4

(e) Climaxes and Build-ups

Rank Model Score
! GPT-4o+PC-DCoT 78.3
2 MiniCPM-V 2.6+PC-DCoT 69.6
3 InternVL2+PC-DCoT 67.8
4 Qwen2-VL+PC-DCoT 67.8
5 LLaVA-Video 60.3
6 GPT-4o 59.5
7 MiniCPM-V 2.6 53.7
8 Aria 50.4
9 LLaVA-OneVision 50.4

10 InternVL2 49.6
11 VideoLLaMA2.1-AV 47.1
12 Qwen2-VL 46.3

(f) Plot Development

Rank Model Score
! Qwen2-VL+PC-DCoT 76.5
2 Qwen2-VL 75.0
3 LLaVA-Video 70.0
4 MiniCPM-V 2.6 65.0
5 Aria 65.0
6 GPT-4o+PC-DCoT 64.7
7 InternVL2+PC-DCoT 58.8
8 MiniCPM-V 2.6+PC-DCoT 58.8
9 VideoLLaMA2.1-AV 55.0

10 LLaVA-OneVision 55.0
11 GPT-4o 50.0
12 InternVL2 45.0

(g) World-Building

Rank Model Score
! Qwen2-VL 78.9
2 GPT-4o+PC-DCoT 75.0
3 LLaVA-Video 73.7
4 Aria 73.7
5 Qwen2-VL+PC-DCoT 68.8
6 LLaVA-OneVision 68.4
7 VideoLLaMA2.1-AV 63.2
8 InternVL2 57.9
9 GPT-4o 57.9
10 InternVL2+PC-DCoT 56.2
11 MiniCPM-V 2.6+PC-DCoT 56.2
12 MiniCPM-V 2.6 52.6

(h) Time and Location
Rank Model Score
! GPT-4o+PC-DCoT 80.0
2 InternVL2+PC-DCoT 78.6
3 Qwen2-VL+PC-DCoT 75.7
4 InternVL2 71.8
5 MiniCPM-V 2.6+PC-DCoT 70.0
6 Qwen2-VL 69.0
7 GPT-4o 69.0
8 Aria 67.6
9 LLaVA-OneVision 66.2

10 LLaVA-Video 64.8
11 MiniCPM-V 2.6 60.6
12 VideoLLaMA2.1-AV 59.2

(i) Character Motivations

Rank Model Score
! GPT-4o+PC-DCoT 71.4
2 Qwen2-VL+PC-DCoT 66.7
3 InternVL2+PC-DCoT 60.3
4 MiniCPM-V 2.6+PC-DCoT 57.1
5 InternVL2 52.9
6 Qwen2-VL 50.0
7 LLaVA-Video 48.5
8 MiniCPM-V 2.6 48.5
9 LLaVA-OneVision 48.5
10 GPT-4o 47.1
11 Aria 45.6
12 VideoLLaMA2.1-AV 39.7

(j) Pronoun References

Rank Model Score
! MiniCPM-V 2.6+PC-DCoT 85.8
2 Qwen2-VL+PC-DCoT 85.2
3 GPT-4o 84.6
4 GPT-4o+PC-DCoT 84.2
5 InternVL2+PC-DCoT 83.6
6 MiniCPM-V 2.6 83.1
7 InternVL2 83.1
8 Qwen2-VL 82.1
9 Aria 81.5

10 LLaVA-Video 79.0
11 LLaVA-OneVision 78.5
12 VideoLLaMA2.1-AV 72.8

(k) Subtitles Recognition

Rank Model Score
! Qwen2-VL+PC-DCoT 94.7
2 GPT-4o+PC-DCoT 94.7
3 MiniCPM-V 2.6+PC-DCoT 94.7
4 InternVL2 89.5
5 InternVL2+PC-DCoT 89.5
6 GPT-4o 84.2
7 Qwen2-VL 78.9
8 MiniCPM-V 2.6 73.7
9 VideoLLaMA2.1-AV 57.9
10 Aria 52.6
11 LLaVA-OneVision 52.6
12 LLaVA-Video 47.4

(l) Labels Purpose
Rank Model Score
! GPT-4o+PC-DCoT 76.4
2 MiniCPM-V 2.6+PC-DCoT 76.4
3 InternVL2+PC-DCoT 75.0
4 Qwen2-VL+PC-DCoT 70.8
5 GPT-4o 70.1
6 Aria 66.2
7 Qwen2-VL 63.6
8 MiniCPM-V 2.6 63.6
9 InternVL2 62.3
10 LLaVA-Video 58.4
11 LLaVA-OneVision 58.4
12 VideoLLaMA2.1-AV 54.5

(m) Effectiveness

Rank Model Score
! GPT-4o+PC-DCoT 82.7
2 InternVL2+PC-DCoT 78.0
3 MiniCPM-V 2.6+PC-DCoT 78.0
4 Qwen2-VL+PC-DCoT 77.2
5 LLaVA-Video 64.0
6 MiniCPM-V 2.6 63.2
7 Aria 61.8
8 InternVL2 57.4
9 LLaVA-OneVision 57.4
10 VideoLLaMA2.1-AV 56.6
11 Qwen2-VL 56.6
12 GPT-4o 55.9

(n) Object Presence

Rank Model Score
! InternVL2+PC-DCoT 81.8
2 GPT-4o+PC-DCoT 81.8
3 MiniCPM-V 2.6+PC-DCoT 79.2
4 Qwen2-VL+PC-DCoT 77.9
5 MiniCPM-V 2.6 62.0
6 InternVL2 60.8
7 LLaVA-OneVision 60.8
8 GPT-4o 60.8
9 VideoLLaMA2.1-AV 59.5

10 LLaVA-Video 54.4
11 Qwen2-VL 54.4
12 Aria 54.4

(o) Dialogue Attribution

Rank Model Score
! LLaVA-Video 59.1
2 VideoLLaMA2.1-AV 50.0
3 GPT-4o 50.0
4 InternVL2+PC-DCoT 47.6
5 GPT-4o+PC-DCoT 47.6
6 Aria 45.5
7 LLaVA-OneVision 45.5
8 MiniCPM-V 2.6+PC-DCoT 42.9
9 InternVL2 36.4

10 Qwen2-VL+PC-DCoT 33.3
11 MiniCPM-V 2.6 31.8
12 Qwen2-VL 27.3

(p) Character Resonance
Rank Model Score
! Qwen2-VL 70.6
2 InternVL2+PC-DCoT 68.8
3 MiniCPM-V 2.6 64.7
4 VideoLLaMA2.1-AV 58.8
5 GPT-4o 58.8
6 Qwen2-VL+PC-DCoT 56.2
7 MiniCPM-V 2.6+PC-DCoT 56.2
8 InternVL2 52.9
9 LLaVA-OneVision 52.9

10 GPT-4o+PC-DCoT 50.0
11 Aria 47.1
12 LLaVA-Video 41.2

(q) Future Predictions

Rank Model Score
! Qwen2-VL+PC-DCoT 69.1
2 InternVL2+PC-DCoT 68.1
3 LLaVA-OneVision 65.0
4 GPT-4o+PC-DCoT 62.8
5 Qwen2-VL 61.0
6 MiniCPM-V 2.6+PC-DCoT 60.6
7 MiniCPM-V 2.6 59.0
8 InternVL2 59.0
9 GPT-4o 59.0
10 LLaVA-Video 51.0
11 Aria 46.0
12 VideoLLaMA2.1-AV 45.0

(r) Current Interpretation

Rank Model Score
! MiniCPM-V 2.6+PC-DCoT 73.0
2 InternVL2+PC-DCoT 68.0
3 GPT-4o+PC-DCoT 68.0
4 Qwen2-VL+PC-DCoT 64.0
5 LLaVA-Video 57.9
6 GPT-4o 56.1
7 LLaVA-OneVision 51.4
8 InternVL2 49.5
9 Qwen2-VL 48.6

10 MiniCPM-V 2.6 47.7
11 Aria 47.7
12 VideoLLaMA2.1-AV 43.9

(s) Figures Interactions

Rank Model Score
! Qwen2-VL+PC-DCoT 81.3
2 GPT-4o+PC-DCoT 79.3
3 InternVL2+PC-DCoT 78.7
4 MiniCPM-V 2.6+PC-DCoT 76.0
5 Qwen2-VL 53.9
6 GPT-4o 53.2
7 MiniCPM-V 2.6 48.7
8 LLaVA-Video 46.8
9 VideoLLaMA2.1-AV 44.2

10 InternVL2 44.2
11 Aria 42.9
12 LLaVA-OneVision 42.9

(t) Figures Actions
Rank Model Score
! InternVL2+PC-DCoT 84.6
2 GPT-4o+PC-DCoT 82.1
3 MiniCPM-V 2.6+PC-DCoT 76.9
4 Qwen2-VL+PC-DCoT 74.4
5 MiniCPM-V 2.6 58.5
6 GPT-4o 56.1
7 Qwen2-VL 51.2
8 InternVL2 51.2
9 VideoLLaMA2.1-AV 39.0
10 Aria 39.0
11 LLaVA-Video 36.6
12 LLaVA-OneVision 31.7

(u) Characters Reference

Rank Model Score
! InternVL2+PC-DCoT 88.0
2 GPT-4o+PC-DCoT 88.0
3 Qwen2-VL+PC-DCoT 84.0
4 MiniCPM-V 2.6+PC-DCoT 82.0
5 Qwen2-VL 67.9
6 GPT-4o 67.9
7 InternVL2 64.2
8 Aria 62.3
9 MiniCPM-V 2.6 54.7
10 LLaVA-Video 50.9
11 LLaVA-OneVision 50.9
12 VideoLLaMA2.1-AV 43.4

(v) Scene Transitions

Rank Model Score
! Qwen2-VL 93.8
2 GPT-4o 93.8
3 MiniCPM-V 2.6+PC-DCoT 92.9
4 Qwen2-VL+PC-DCoT 85.7
5 InternVL2+PC-DCoT 78.6
6 GPT-4o+PC-DCoT 78.6
7 MiniCPM-V 2.6 68.8
8 Aria 68.8
9 InternVL2 62.5

10 LLaVA-OneVision 62.5
11 VideoLLaMA2.1-AV 56.2
12 LLaVA-Video 50.0

(w) Spatiotemporal Shifts

Rank Model Score
! GPT-4o+PC-DCoT 75.3
2 MiniCPM-V 2.6+PC-DCoT 71.6
3 InternVL2+PC-DCoT 69.1
4 Qwen2-VL+PC-DCoT 64.2
5 LLaVA-OneVision 56.1
6 LLaVA-Video 54.9
7 Qwen2-VL 51.2
8 Aria 51.2
9 InternVL2 51.2

10 MiniCPM-V 2.6 48.8
11 GPT-4o 45.1
12 VideoLLaMA2.1-AV 43.9

(x) Object Interaction
Table 4. Leaderboards of different Fine-Grained Task in SeriesBench.



Prompt for Target Extraction(                       )
Extract characters and events related to the given question and video frames, and organize them into a 
structured JSON format.
Extraction Details
1. Characters:

1. Identify all characters explicitly mentioned in the question.
2. Include any implicitly or indirectly referenced characters related to the question.
3. Provide names and describe their involvement in the events.

2. Events:
1. Clearly describe the core events related to the question.
2. Include secondary events from the video frames that provide context or additional clues.
3. List events in logical or chronological order, maintaining a clear cause-and-effect chain.

3. Background Information (Optional):
1. If the question or video frames include additional background information, such as scene descriptions or 

timestamps, integrate them as part of the event details.
Output Format
Use the following JSON structure for the output:
• Characters: List all relevant characters, ordered by importance or sequence of mention.
• Events: Use numbered keys to describe each event in detail. Arrange events in logical or chronological order.
{
  "Characters": ["[Character1]", "[Character2]", "..."],
  "Events": {
    "1": "[Event Description 1]",
    "2": "[Event Description 2]",
    "...": "[Additional Event Descriptions]"
  }
}
Example Input
Question: Who put the ginger slices in the director's cup?
Options: A: Tuojiang Kai B: Zhao Dezhu C: Sima Yi D: Yingyan
Example Output
{
  "Characters": ["Director", "Tuojiang Kai", "Zhao Dezhu", "Sima Yi", "Yingyan"],
  "Events": {
    "1": "Someone prepared ginger tea or a similar beverage, during which ginger slices were added.",
    "2": "A person handed a cup containing ginger slices to the director, potentially indicating when the slices 
were added.",
    "3": "The director’s reaction while drinking the beverage may suggest whether they were aware of the ginger 
slices."
  }
}
Important Considerations
1. Completeness:

1. Extract all characters mentioned or implied in the question.
2. Ensure events cover all necessary details based on the video frames and the question.

2. Logical Flow:
1. Number events in logical or chronological order to maintain clarity.

3. Exclude Irrelevant Information:
1. Focus only on details directly relevant to the question.

4. Detail Clarity:
1. Describe events as thoroughly as possible, including actions, background, and potential intentions.

Figure 8. Prompt for Target Extraction.



Prompt for Plot Event Chain (                                 )
Based on the input event descriptions, time ranges, and video frames, generate detailed event information. The output 
should include the start and end times of each event, a brief description of the event, detailed. 
Describe Details
1. Event Description:

1. Generate a clear and concise description for each event, summarizing the core content of the event.
2. Ensure the description aligns with the input and includes all critical information.

2. Time Range:
1. Each event must include a precise time range in the format MM:SS - MM:SS.

3. Detailed Information:
1. For each event, generate the following fields:
• action: Describe the key actions taking place during the event.
• scene: Provide a detailed depiction of the environment, location, or behavior of characters.
• dialogue: Include any dialogue in the event. If no dialogue exists, explicitly state "No dialogue. "

2. These fields should be presented in a list, allowing for multiple actions or scenes per event.
4. Output Format:

1. The result must be output in standard JSON format.
2. Each event in the JSON output must include:
• time: The time range of the event in the format MM:SS - MM:SS.
• description: A brief summary of the event.
• details: Detailed information about the event, including actions, scenes, and dialogues.

Output Format
Use the following JSON structure for the output:
{
  "Event1": {
    "time": "[Start time] - [End time]",
    "description": "[Brief description of the event]",
    "details": {
        "action": "[Description of actions]",
        "scene": "[Description of the scene]",
        "dialogue": "[Dialogue content or 'No dialogue']"
      }
  },
  …
} 
Example Input
{
  "Event1": {
    "description": "Someone prepared ginger tea or a similar beverage, during which ginger slices were added.",
    "frames": ["frame_106.png", "...", "frame_115.png"],
    "time": "01:15 - 01:25"
  },
 …
}
Example Output
{
  "Event1": {
    "time": "01:15 - 01:25",
    "description": "During the preparation of ginger tea, someone added ginger slices to the cup.",
    "details": {
        "action": "Someone is chopping ginger slices and adding them to the cup.",
        "scene": "In the classroom, a cup is placed on the table alongside freshly chopped ginger slices.",
        "dialogue": "This is ginger tea for the Director."
      }
  },
…
}

Figure 9. Prompt for Plot Event Chain.



Prompt for Character Temporal Chain (                                      )
Based on input frame data and timestamps, generate a complete timeline for each character. The timeline must cover all 
periods when the character appears in the video, detailing actions, dialogue, and corresponding video frame information.
Describe Details
1. Character Identification:

1. Extract character names and related information from the input, including portrait descriptions (e.g., appearance, 
clothing, etc.).

2. Identify all timestamps and frames where each character appears.
2. Time Period Segmentation:

1. Organize the character's appearance data by grouping discrete or continuous frames and timestamps into specific 
time periods (defined by start and end frames).

2. Ensure no overlap or omission between time periods, covering all relevant frames.
3. Action and Scene Descriptions:

1. For each time period, provide a detailed description of the character’s actions and behaviors.
2. Action descriptions must be inferred from the frame data and context, providing clear and specific details about the 

character’s activities.
4. Dialogue Annotation:

1. Record the character‘s dialogue for each time period, or state "No dialogue" if absent.
5. Output Structured Data:

1. Output each character’s timeline in JSON format, ensuring clarity and completeness.
2. The output must include the character’s name, time periods with start and end frames, action descriptions, and 

dialogue.
Output Format
Use the following JSON structure for the output:
{
  "Character": "[Character Name]",
  "Time Periods": [
    {
      "time": "[Start time] - [End time]",
      "action": "[Action Description]",
      "dialogue": "[Dialogue Content or 'No dialogue']"
    },
   …
  ]
  }, …
} 
Example Input
{
  "Director": {
    "portrait": "A portly man wearing a white striped shirt.",
    "frames": ["frame_002.png", "...", "frame_125.png"],
    "time": [00:02, 00:03, 00:10, ..., 02:05]
  }, …
}
Example Output
{
  "Character": "Director",
  "Time Periods": [
    {
      "time": "00:02 - 00:03",
      "action": "Enter the room.",
      "dialogue": "No air conditioning allowed!"
    },
    …
    ]
  }, …
} 

Figure 10. Prompt for Character Temporal Chain.



Prompt for Constructing the PC-DCoT (                           )
Based on the input plot event and character temporal chains, generate a comprehensive and detailed narrative description. 
The output should elaborate on the development of each event, including the progression of the plot, interactions between 
characters, specific actions, and dialogue. Incorporate temporal and spatial cues to ensure logical coherence.
Aggregate Details
1. Expand Event Chains:

1. Develop each event with a detailed account of its cause, progression, and outcome.
2. Maintain logical or causal relationships between events to create a cohesive storyline.

2. Describe Characters and Interactions:
1. Include detailed actions, expressions, emotions, and attitudes of all involved characters.
2. Highlight interactions between characters, including verbal exchanges, gestures, and implicit behaviors.

3. Incorporate Dialogue:
1. Recreate natural dialogue relevant to the scene, showcasing the tone, intent, and personality of the characters.
2. Ensure dialogue drives the narrative forward or reveals additional character traits or motives.

4. Add Contextual Details:
1. Use descriptive elements to recreate the environment, mood, and setting of the events.
2. Clarify the time and place of each event using timestamps, spatial markers, or visual cues provided in the input.

Output Format
Use the following JSON structure for the output:
{
  "Event1": {
    "time": "[Start time] - [End time]",
    "description": "[Detailed description of the event]"
  },…
} 
Example Input
{
  "Event1": {
      "description": "During the preparation of ginger tea, someone added ginger slices to the cup.",
      "time": "01:15 - 01:25",
      "details": {
        "action": "Someone is chopping ginger slices and adding them to the cup.",
        "scene": "In the classroom, a cup is placed on the table alongside freshly chopped ginger slices.",
        "dialogue": "This is ginger tea for the Director."
      },
      "characters": [
        {
          "name": "Zhaode Zhu",
          "appearance": {
            "time": "01:17 - 01:20",
            "action": "Add ginger slices to the cup.",
            "dialogue": "This is ginger tea for the Director."
          }
        },…
       ]
    },…
}
Example Output
{
  "Event1": {
    "time": "01:15 - 01:25",
    "description": "At the beginning of the video, Zhao Dezhu is seen in a classroom setting, preparing ginger tea. Holding pre-
sliced pieces of ginger, he carefully places them into a cup with precise movements. As he finishes, he softly says, "This is 
ginger tea for the Director." With the cup of ginger tea in hand, he then turns and walks toward the lectern, his actions 
clearly indicating that the tea was specifically prepared for the Director."
  },…
}

Figure 11. Prompt for Constructing the PC-DCoT.



Who insulted the chairman by throwing money at her, 
leading to the cancellation of the cooperation?

A: Brother Hong  B: Secretary  C: Mr. Huang  D: David

Visuals/Figures/Actions

What brand of cigarette is Zhao Dezhu smoking?

A: Pagoda Crown       B: Pagoda Tip
C: Mountain Peak      D: Summit Peak

Visuals/Objects/Presence

An Xin tried to brush off dirt from the general manager, 
but he dodged, causing her to fall.

T: True, F: False

Script/Plot/Foreshadowing and Payoff

Did the delivery woman's words after colliding with the 
luxury car convey confidence?

Audio/Dialogue/Tone and Emotion

T: True, F: False

The director's Infinity Gauntlet created through advanced 
special effects and CGI techniques.

T: True, F: False

Augmentation/VFX/Effectiveness

Who did Zhiyang reconcile with, ultimately leading to 
a happy life together?

Comprehension/Engagement/Future Predictions

A: Da Shan  B: Yuexin  C: General Manager  D: An Xin

Gpt-4o InternVL2 Qwen2-VL MiniCPM-V 2.6

+ Using the PC-DCoT framework

: D : A : A : A

: D : D : D : D+ + + +

: D : C : C : A

: B : B : B : B+ + + +

: T : F : T : T

: F : F : F : F+ + + +

: T : T : T : T

: F : F : F : F+ + + +

: T : F : T : T

: T : F : F : F+ + + +

: B : D : D : D

: B : B : B : B+ + + +

Figure 12. More qualitative cases in SeriesBench. The performance of MLLM can be improved by using the PC-DCoT framework. We
use Green to indicate correct and Red to indicate incorrect.



Why did the princess faint?

         [00:30-00:40] Dressed in a white traditional 
costume, Xiao Xian strolls leisurely through a lush 
garden, lost in thought. Nearby, hidden behind 
bushes, the princess, adorned in a magnificent red 
gown, discreetly watches him, concealing herself 
with leaves and a peacock-feathered fan. 

[01:08-01:18] Suddenly, she conjures a blue magical 
circle in her hand, clutching her chest in pain. She 
sways, collapses to the ground, and lies motionless, 
her face pale and lifeless. The scene exudes classical 
elegance while building tension and a sense of 
impending crisis.

Answer: The princess had been observing Xiao Xian 
beforehand and intentionally used magic to faint in 
order to attract his attention.

How many phones appear in the video?

          [00:25-00:35] Hong Ge and David are having 
a conversation in the office. Hong Ge appears 
somewhat agitated, making frequent gestures, while 
David remains calm. Shortly after, Hong Ge receives 
a phone call and then turns to leave. Following this, 
the scene shifts to Secretary Huang, who is shown 
sitting in a car, appearing relaxed, as if waiting for 
something.

[00:40-00:50] President Huang speaks formally with 
David, arms crossed confidently. David stands by, 
a t tent ive ly  awai t ing  her  ins truc t ions .  Mid-
conversation, Huang takes out her phone, her 
expression turning serious as she handles an urgent 
matter.

Answer: A total of two phones appear in the video.

How many times did the supervisor enter the dormitory? What is the comedic highlight of the video?

         [00:30-00:40] In the video, a dormitory 
supervisor enters the dorm room and stands next to 
the bed, appearing to inspect or organize the items. 
The dormitory looks tidy and orderly, with neatly 
made bedding on the bed and a desk and chair 
nearby.

[01:20-01:30] A supervisor enters the room and this 
time goes straight to the bed, lifting the blanket to 
inspect the items underneath.

[01:55-02:05] The supervisor enters the room with 
curly hair and a serious expression. He stands on the 
bed, holding a phone, seemingly checking the 
inventory of dormitory items.

Answer: The dormitory supervisor entered the 
dormitory a total of three times.

          [01:57-02:07] The video shows a scene of the 
director chasing Yingyan. The director, in a light-
striped shirt and glasses, looks serious and focused 
as he grips the revolving door handle, trying to 
block Yingyan's escape. Yingyan, in a purple 
sweatshirt with messy hair, moves swiftly to evade 
him. They engage in a tug-of-war at the revolving 
door, with the director persistently reaching for 
Y ingyan,  who s t ruggles  to  break  f ree .  The 
background features a "YUZHOU PLAZA" sign, 
suggesting the scene takes place in a commercial 
building. The video blends tension with humor, 
making their interaction captivating.

Answer: The director chasing Yingyan is the 
comedic highlight of the video.

Script/Characters/Motivations Visuals/Objects/Presence

Script/Plot/Plot Development Script/Plot/Emotiomal Dynamics

+ +

+ +

Figure 13. Additional examples of open-ended responses using PC-DCoT. MLLMs are capable of conducting more detailed analyses
of events, relationships, and individuals, demonstrating a deeper understanding of narrative-driven series.
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