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1. SGP with SEE Towards Improved Efficiency
In Figure 1 and Figure 2, we further validate the superiority of our SGL by incorporating both SGP and SEE mechanisms, on
SEED [11] and RefCOCO [18] benchmarks. It can be observed that, with the 26B large VLM, our method SGP without SEE
yields slower inference compared to FastV and ToMe. This is attributed to the computational overhead of the 2B small VLM,
particularly on RefCOCO, where it requires a non-negligible amount of time to auto-regressively generate a greater number of
tokens compared to other datasets e.g. SEED. However, scaling the large VLM to 40B and 76B results in competitive inference
speeds and superior performance relative to FastV and ToMe, particularly at low token retention ratios.

Figure 1. Performance-efficiency curves of SGL (SGP + SEE) on SEED [11]. The results with 18%, 35%, 50%, and 64% visual token
retention ratios are presented as a curve. For the 26B and 40B, we use an NVIDIA H20 GPU, and the 76B is sharded on two GPUs.

2. Memory Efficiency
In this section, we analyze the memory allocation of SGL. Our approach incorporates a small VLM e.g. InternVL-2B in
addition to the large VLM, which may introduce some additional memory overhead. Fortunately, the small VLM consumes
only a minimal portion of memory compared to the large model. As a result, our method retains memory efficiency, as verified
in Table 1.

3. Visualization
In Figure 3, we provide additional visualizations of examples where the small VLM (2B) fails to produce correct predictions,
while the large VLM (26B), with visual tokens pruned by SGP, successfully predicts the correct answers. Notably, in these
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Figure 2. Performance-efficiency curves of SGL (SGP + SEE) on RefCOCO [18]. The results with 18%, 35%, 50%, and 64% visual token
retention ratios are presented as a curve. For the 26B and 40B, we use an NVIDIA H20 GPU, and the 76B is sharded on two GPUs.

small VLM small VLM memory large VLM large VLM peak memory large VLM with SGL peak memory ∆

2B 4.48 GiB 26B 51.60 GiB 54.24 GiB +2.64GiB (5.11%)
2B 4.48 GiB 40B 77.94 GiB 80.60 GiB +2.66GiB (3.41%)
2B 4.48 GiB 76B 147.64 GiB 147.25 GiB -0.39 GiB (0.26%)

Table 1. Mmeory analysis of SGL. The meory of our method is measured with 9% average retention ratio. “small VLM memory” refers to
the memory required to load the single small VLM. “Large VLM peak memory” represents the peak memory usage during inference with
only the large VLM. “Large VLM with SGL peak memory” indicates the peak memory usage during inference of the large VLM when
using the proposed SGL method (guided by a 2B model). ∆ is defined as the difference between “Large VLM with SGL peak memory” and
“Large VLM peak memory”. We report the ratio of ∆ relative to “Large VLM peak memory”.

cases, the large VLM with FastV [5] also fails.

4. Model Descriptions
The configurations of InternVL [6], QWen2-VL [15], and LLaVa-OV [12] are comprehensively detailed in Tables 2, 3, and 4,
respectively.

model name language model vision encoder checkpoint

InternVL-1B Qwen2-0.5B [17] InternViT-300M [7] link
InternVL-2B InternLM2-chat-1.8B [3] InternViT-300M [7] link
InternVL-4B Phi-3-mini-128k-instruct [1] InternViT-300M [7] link

InternVL-26B InternLM2-chat-20B [3] InternViT-6B [7] link
InternVL-40B Nous-Hermes-2-Yi-34B [14] InternViT-6B [7] link
InternVL-76B Hermes-2-Theta-Llama-3-70B [13] InternViT-6B [7] link

Table 2. Model descriptions of InternVL [6]

model name language model vision encoder checkpoint

Qwen2-VL-2B Qwen2-1.5B [17] ViT [8] link
Qwen2-VL-76B Qwen2-72B [17] ViT [8] link

Table 3. Model descriptions of QWen2-VL [15]

5. Generalization to Video Benchmarks
Understanding video content is a critical capability of VLMs [4, 9, 10, 16]. Unlike image tasks, video tasks require VLMs to
process significantly more visual tokens, posing additional challenges. To demonstrate the effectiveness of our method in this

https://huggingface.co/OpenGVLab/InternVL2-1B
https://huggingface.co/OpenGVLab/InternVL2-2B
https://huggingface.co/OpenGVLab/InternVL2-4B
https://huggingface.co/OpenGVLab/InternVL2-26B
https://huggingface.co/OpenGVLab/InternVL2-40B
https://huggingface.co/OpenGVLab/InternVL2-Llama3-76B
https://huggingface.co/Qwen/Qwen2-VL-2B-Instruct
https://huggingface.co/Qwen/Qwen2-VL-72B-Instruct


original image SGP 64% token SGP 35% token SGP 9% token FastV 9% token

2B: TPM 26B: TPM26B: IPM 26B: IPM 26B: IPM
GT answer: 
IPM

Question:
What is written on the 
bag?

Question:
What is the text to the right 
of fox?

GT answer: 
HD 2B: sky 26B: news26B: HD 26B: HD 26B: HD

Question:
What is written on the 
black box?

GT answer: 
ChargePoint 2B: Cuprait 26B: 8:5226B: ChargePoint 26B: ChargePoint 26B: ChargePoint

2B: BIG 26B: BIG26B: O 26B: O 26B: O

Question:
What is the rating score 
assigned to this alcohol 
selection?

GT answer: 
93

Question:
What is the alphabet 
printed in the jersey?

GT answer: 
O

2B: 3 26B: 9026B: 93 26B: 93 26B: 93

Question:
What numbers can you 
see on the taxi door?

GT answer: 
3417 2B: 3412 26B: 371726B: 3417 26B: 3417 26B: 3417

Figure 3. Additional visualization of SGP under different visual token retention ratios and answers. Visual tokens are pruned by 60%,
80%, and 95% at the 19th, 9th, and 2nd layers of the large VLM of 26B, which comprises 48 layers. This results in average token retention
ratios of 64%, 35%, and 9%, respectively. Retained tokens are highlighted with . Thumbnails employed in InternVL are presented in the
left corner.

model name language model vision encoder checkpoint

LLaVa-OV-0.5B Qwen2-0.5B [17] SigLIP [19] link
LLaVa-OV-72B Qwen2-72B [17] SigLIP [19] link

Table 4. Model descriptions of LLaVa-OV [12].

context, we present results on three video benchmarks—VideoMME [10], MMBench-Video [9], and LongVideoBench [16]—in
Table 5. The results show that our method consistently outperforms ToMe [2] and FastV [5] across all benchmarks.

https://huggingface.co/lmms-lab/llava-onevision-qwen2-0.5b-ov
https://huggingface.co/lmms-lab/llava-onevision-qwen2-72b-ov-sft


method
token VideoMME MMBench-Video LongVideoBench
ratio Short Medium Long Overall Perception Reasoning Overall Overall

InternVL-26B [6] 100% 63.0 50.3 44.2 52.5 1.69 1.64 1.68 53.9
InternVL-2B [6] 100% 55.0 40.8 35.4 43.7 1.47 1.39 1.44 45.0

26B w/ ToMe [2]
64% 61.8 49.1 44.4 51.8 1.66 1.64 1.66 53.6
35% 61.1 49.6 43.6 51.4 1.61 1.62 1.61 52.4
9% 52.0 45.7 41.8 46.5 1.39 1.48 1.43 47.6

26B w/ FastV [5]
64% 63.8 50.4 45.2 53.1 1.65 1.62 1.65 53.6
35% 51.3 45.8 41.9 46.3 1.49 1.50 1.50 48.5
9% 41.6 42.2 40.1 41.3 1.24 1.36 1.28 42.4

26B w/ SGP (ours)
64% 63.1 50.2 44.1 52.5 1.67 1.63 1.66 54.0
35% 61.8 50.3 42.4 51.5 1.66 1.59 1.64 52.2
9% 54.6 46.4 41.0 47.3 1.48 1.50 1.49 49.0

Table 5. Comparison between SGP and previous visual token pruning methods on video benchmarks.

6. Frequent Questions

Whether the large and small models can come from different model families?
Our method can generalize scenarios where small&large VLMs come from different families. For example, using InternVL-2B
to guide pruning 35% of visual tokens in LLaVa-OV-72B achieves a speedup of 2.05x and a 75.36 score on TextVQA (vs.
79.30). However, using small VLMs from the same family is simpler, as a VLM family often include models of different sizes.
Can the proposed method achieve acceleration for a 7B model?
SGL performs better when the size gap between the small VLM and the large VLM is greater. To evaluate the effect on a
smaller model, we conduct experiments on LLaVa-OV 0.5B-7B models, finding that SGP60%SEE achieves a 1.2x speedup with
9% token retention, yielding a TextVQA score of 70.55 (vs. 75.91). Therefore, we recommend applying SGL for larger VLMs.
Compared to speculative decoding, which also uses a small model for acceleration, what are the advantages of this
method in inference speedup?
(i) Our method avoids invoking the large VLM for easy questions, unlike speculative decoding (SD), which frequently and
inevitably activates the large model, leading to overhead, particularly on tasks (e.g. QA tasks) generating short sequences. For
example, SD for 2B-76B takes 3.17s/question (vs. 3.02s for 76B) on TextVQA. In contrast, SGP40%SEE (retaining 64% of
visual tokens) reduces latency to 1.73s/question.
(ii) The proposed SGP, a visual token pruning method, is orthogonal to SD. Combining it with SD for long-sequence generation
tasks would be an promising direction.
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