Beyond Generation: A Diffusion-based Low-level Feature Extractor for
Detecting Al-generated Images

Supplementary Material

1. Network architecture

We employ a ViT-like network as the backbone of the fea-
ture extractor. The standard ViT splits a spatial image into
multiple patches and then directly flattens them into vec-
tors. However, this operation destroys the spatial pixel cor-
relation of each patch, which is crucial to low-level feature
extraction. Therefore, we first apply a set of high-pass fil-
ters to each patch and cascade multiple convolution layers.
The specific kernels of high-pass filters are shown in Fig. 2.
This set of high-pass filters is proposed by SRM [1]. These
high-pass filters are widely adopted as a preprocessing mod-
ule in forensic-related studies. The pipeline of the feature
extractor is shown in Fig. 1.

2. Detection performance analysis

Besides accuracy, we employ recall rate and false alarm rate
to comprehensively analyze the detection performance of
our method. The recall rate is defined as the proportion of
actual Al-generated images that are accurately detected by
the detector. The false alarm rate is defined as the propor-
tion of real photographs that are mistakenly classified as Al-
generated by the detector. A good classifier aims to simulta-
neously achieve a high recall rate and a low false alarm rate.
Table 1 and Table 2 show the experimental results of Gen-
Image and DRCT-2M, respectively. In terms of DRCT-2M
set, we find that our detector can identify most Al-generated
images with a 100% recall rate. Meanwhile, all subsets of
DRCT-2M share the same 5000 real photographic images
from MSCOCO, which results in a consistent false alarm
rate. Therefore, our detector obtains a consistent 97.13%
accuracy.

3. Ablation studies

The number of photographic images serves as a crucial hy-
perparameter. In previous experiments, we adopt 10000
photographic images to estimate the distribution of their
low-level features. We take Genlmage dataset as an exam-
ple to investigate the impact of the number of photographic
images. The original Genlmage provides 162000 real pho-
tographic images from ImageNet. We vary the number of
photographic images from 2000 to 18000. As shown in
Fig 3, we find that our method only requires 10000 pho-
tographic images to achieve approximately 96% detection
accuracy. Meanwhile, the accuracy tends to stabilize once
the number of photographic images exceeds 10,000.
During the detection phase, we utilize an adaptive

threshold to identify Al-generated images. In previous ex-
periments, we set the threshold as the 99.95th percentile of
all likelihood scores from the training samples in descend-
ing order. The threshold should be set lower than the likeli-
hood scores of most real photographic images to minimize
the risk of false alarms. Table 3 illustrates the impact of
the threshold on the detection performance. Setting a high
threshold increases the recall rate but also raises the false
alarm rate.

Furthermore, we also vary the number of Gaussian com-
ponents w used in the Gaussian Mixture Model, where we
set w = 6 in previous studies. We still adopt Genlmage as
an example. As shown in Fig. 4, the final average detec-
tion accuracy continues to be greater than 95% when w is
less than 6. However, the accuracy decreases when w is too
large, resulting in overfitting.
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Figure 1. The pipeline of our feature extractor. A spatial image is split into multiple patches. We employ high-pass filters and convolution
groups, including a convolution layer, an activation function and a normalization layer, to refine the pixel correlation. Finally, we flatten

the feature maps and feed them into the self-attention module to fuse each patch.
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Figure 2. The specific kernel parameters of high-pass filters.
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Figure 4. The impact of the number of Gaussian components. Ac-

Figure 3. The impact of the number of real photographic images.
Accuracy denotes the average detection accuracy across eight gen-

erative models from the Genlmage set.

curacy denotes the average detection accuracy across eight gener-

ative models from the GenImage set.



Method Metric Midjourney SDv1.4 SDvl.5 ADM Glide Wukong VQDM BigGAN Average
Acc 95.51 96.06 96.33 95.88 96.00 96.36 95.95 95.71 95.97
Ours-basic Recall 98.82 100.00 99.99  99.77 99.93  100.00 100.00 99.63 99.77
False Alarm 7.80 7.88 7.34 8.02 7.93 7.28 8.10 8.22 7.82
Acc 95.03 95.32 95.53 9529 95.17 95.58 95.10 95.15 95.27
Ours-ft Recall 99.63 100.00  100.00 99.97 99.97 100.00 100.00 99.88 99.93
False Alarm 9.55 9.37 8.94 9.38 9.62 8.85 9.80 9.58 9.39
Table 1. Detection performance analysis on Genlmage set.
SD Variants Turbo Variants LCM Variants ControlNet Variants DR Variants Ave.
Meiod  Moric  LDM SDVL4 SDVLS SD SDXL RO v, Tubo sovis SXL cu  cu o DR DR DR
Acc 9737 9760 9754 9765 97.64 9767 9762 9742 9761 9764 5033 50.14 5243 9275 5231 5008 8274
Ours-basic  Recall 994 99.86  99.74 9996 99.94 100 999  99.5  99.88 9994 532 494 952 9016 928 482  70.135
False Alarm 466 4.66 466 466 466 466 466 466 466 466 466 466 466 466 466 466  4.66
Acc 9713 9713 9713 9713 97.13 97.13 9713 9713  97.13  97.13 9708 9681 9473 9226 5179 4973  90.86
Ours-ft Recall 100 100 100 100 100 100 100 100 100 100 999 9936 952 9026 932 52 8745
False Alarm 574 574 574 574 574 574 574 574 574 574 574 574 574 574 574 574 574
Table 2. Detection performance analysis on DRCT-2M set.
Threshold Model Midjourney SDv1.4 SDvl.5 ADM Glide wukong VQDM BigGAN Average
Acc 95.53 96.08 96.34  95.88 96.02 96.37 95.96 95.73 95.99
99.99th Recall 98.82 100.00 99.99  99.77 99.93 100.00  100.00 99.63 99.77
False Alarm 7.77 7.85 7.30 8.00 7.90 7.27 8.08 8.18 7.79
Acc 95.51 96.06 9633 9588 96.00 96.36 95.95 95.71 95.97
99.95th Recall 98.82 100.00 99.99 99.77 9993 100.00  100.00 99.63 99.77
False Alarm 7.80 7.88 7.34 8.02 7.93 7.28 8.10 8.22 7.82
Acc 94.47 94.83 95.02 9474 94.73 95.18 94.86 94.83 94.83
99.00th Recall 99.33 100.00  100.00 99.85 99.98 100.00  100.00 99.88 99.88
False Alarm 10.38 10.35 9.96 10.37  10.52 9.63 10.28 10.23 10.22
Acc 94.19 94.43 94.60 9443 9432 94.85 94.41 94.42 94.46
98.00th Recall 99.38 100.00  100.00 9990 99.98 100.00 100.00 99.90 99.90
False Alarm 11.00 11.13 10.80 11.03 11.35 10.30 11.18 11.07 10.98

Table 3. We conduct ablation studies on the threshold, varying it from the top 99.99% likelihood score of the training set down to the top

98.00%.
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