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FADA: Fast Diffusion Avatar Synthesis with Mixed-Supervised Multi-CFG
Distillation

Supplementary Material

Table 1. Additional ablation study of mixed-supervised distillation
on HDTF test set. All methods in this table are mixed supervised
distillation with fixed loss weight and without multi-CFG distilla-
tion.

Method NFE-D IQA↑ Sync-D↓ FVD-R↓ FID↓ E-FID↓

+ Fixed-0.0 18 3.762 7.909 25.06 21.47 1.462
+ Fixed-0.1 18 3.875 7.997 13.93 19.01 1.478
+ Fixed-0.2 18 3.863 7.934 13.71 19.94 1.434
+ Fixed-0.3 18 3.858 7.975 15.75 19.54 1.523
+ Fixed-0.5 18 3.844 7.907 16.41 19.98 1.500
+ Fixed-0.75 18 3.821 7.959 16.679 20.38 1.465
+ Fixed-1.0 18 3.812 7.903 24.53 21.42 1.494

Table 2. Counting numbers of different kinds of samples. Large
movement(Large Move) and large pose(Large Pose) samples are
worth learning while low image quality(Low IQ) and long si-
lence(Long Silence) samples should be prevented from ground-
truth supervision.

Large Move↑ Large Pose↑ Low IQ↓ Long Silence↓

Small-R 2 3 1 4
Medium-R 4 5 1 0

Large-R 0 1 3 6

A. More Analysis of Mixed-Supervised Distil-001

lation002

A.1. Additional Hyper-Parameter Ablation003

As shown in Table 1, we conducted additional hyper-004
parameter ablation experiments on mixed supervised distil-005
lation with fixed loss weight. The results indicate that set-006
ting the loss weight to 0.1 or 0.2 results in superior and com-007
parable overall performance. We selected the loss weight of008
0.2 since its E-FID shows good expressiveness.009

A.2. Sample Analysis for Adaptive Strategy010

In the analysis presented in Section 3.2, we observed that011
within the moderate-quality training dataset B, there are012
some samples that are worth learning, while others should013
be prevented from ground-truth supervision. As depicted in014
Figure 1, we identified samples with large movements and015
large poses as two categories of cases worth learning, while016
those with low image quality or extended periods of silence017
were classified as undesirable cases. Specifically, a sam-018
ple is considered a large movement sample if its maximum019
movement distance exceeds half of the frame width, and a020
large pose sample if the rotation angle relative to the frontal021
face is greater than approximately 45°. A case is deemed022

to have low image quality if its mean HyperIQA[7] value is 023
below 35, and a long silence sample if the silence duration 024
exceeds 75 025

Furthermore, we investigated the relationship between 026
the ratio of ground-truth loss to distillation loss R = 027
Lgt/Lteacher and the sample distribution. We recorded the 028
R values of approximately 5000 samples during training, 029
sorted them accordingly, and then randomly sampled Small- 030
R, Medium-R, and Large-R samples. Specifically, Small- 031
R corresponds to R values ranging from 0 to 10, while 032
Medium-R and Large-R encompass 25∼35 R and > 80R, 033
respectively. Each category consists of 10 sampling cases. 034
As shown in Table 2, Medium-R demonstrates the most fa- 035
vorable learning outcomes, whereas Small-R is also valu- 036
able for learning due to the presence of large movement and 037
large pose cases with minimal instances of low image qual- 038
ity or long silence. Conversely, the Large-R samples are 039
deemed less beneficial for learning. This observation un- 040
derscores the importance of the peak and dead threshold in 041
our proposed adaptive method. 042

B. Limitation 043

Our proposed FADA method primarily explores improve- 044
ments in model inference speed, but it also has some objec- 045
tive limitations. The first limitation arises when the accel- 046
eration setting is more aggressive (e.g., Ours-Fast setting), 047
there is still a slight decline in model performance. Two 048
factors mainly contribute to this. Although CFG distilla- 049
tion significantly reduces computational complexity, it also 050
brings about a certain decrease in expressiveness and accu- 051
mulation of visual errors. Therefore, a careful balance be- 052
tween speed and performance is required in practical appli- 053
cations. The second limitation is that the multi-CFG distil- 054
lation technique will increase training duration. It requires 055
the teacher model to perform several inference processes 056
(e.g., three times) during model training, resulting in a de- 057
crease in training speed. For example, in our implementa- 058
tion, using CFG distillation would reduce the training speed 059
from approximately 4 seconds per step to around 10 seconds 060
per step. 061

C. More Analysis of Multi-CFG Distillation 062

Due to the limitations of static image presentation, please 063
refer to our demo video different cfg comparisons.mp4 064
in the supplementary materials for visualizing the multi- 065
CFG distillation as the CFG scale changes. From the re- 066
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Large Movement Sample Large Pose Samples

Low Image Quality Samples Long Silence Sample

Figure 1. Visualised examples of different kinds of samples.

Table 3. Degradation of CFG distillation in different scenes.

Method Normal Long Duration Emotional
FVD-R↓ E-FID↓ FVD-R↓ E-FID↓ FVD-R↓ E-FID↓

Ours-Balanced 33.67 2.202 39.78 3.386 97.45 3.171
Ours-Fast 35.01 2.604 49.79 3.596 105.4 3.530

sults obtained with different reference CFGs, we observe067
that as the reference CFG increases, the model’s identity-068
preserving capability strengthens. However, simultane-069
ously, the model’s error accumulation becomes more no-070
ticeable, and the model’s expressive movements weaken.071
One possible reason for this is that both the reference and072
motion frames pass through a shared reference network,073
and the two are not entirely decoupled. Therefore, when074
the model enhances its reliance on the reference, it also re-075
inforces its dependence on the motion frames, leading to076
increased error accumulation. Hence, we selected 2.0 as077
a compromise reference CFG scale for FADA with multi-078
CFG distillation.079

Regarding the results obtained with different audio080
CFGs, we observe that the model shows sensitivity to this081
parameter change, but the sensitivity is somewhat reduced.082
Overall, as the audio CFG increases, the model’s lip move-083
ment intensity, lip amplitude, and head movement intensity084
exhibit a certain increase. After the audio CFG exceeds 6.5,085
the rising trend becomes less pronounced. Therefore, we086
chose 6.5 as the audio CFG scale value.087

As shown in Table.3, we show the metric differences un- 088
der different scenes, with changes in other unlisted metrics 089
being less than 3%. For the long-duration and emotional 090
scenes, we manually selected 20 samples for evaluation. 091
The Ours-Fast model shows minimal loss when generat- 092
ing short (≤15s) clips but benefits from faster performance, 093
making it suitable for such applications. We believe the fast 094
model can be further improved by increasing the amount of 095
moderate-quality data and optimizing it with our proposed 096
training strategy. 097

D. Details of Training Dataset Construction 098

D.1. Data Collection Procedure 099

First, we obtained raw videos from several video platforms 100
and by referencing publicly available dataset papers such 101
as Panda 70M[1]. We manually defined tags, such as Talk 102
and Singing, and categorized and filtered the video content. 103
Videos meeting the criteria were retained. We strictly re- 104
move any personal information during the video collection 105
process to comply with privacy requirements, utilizing only 106
the RGB frames of the videos and the audio data itself. 107

Next, we performed simple preprocessing on these raw 108
videos. First, we used the Mediapipe[5] tool for face de- 109
tection, filtering out video frames that did not contain faces. 110
In our experiments, only continuous face video segments 111
longer than 2 seconds were included in the dataset, and we 112
limited the segment length to no more than 10 seconds by 113
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Table 4. Filtering rate of different filter processes

Head Move SyncNet Background HyperIQA Total

Filter Rate 17.7% 65.6% 27.0% 68.7% 87.7%

Table 5. Some statistics of the training dataset

Gender Age Audio Type Race
M F Young Mid Old Speech Sing African Asian Caucasian Others

52% 48% 34% 55% 11% 85% 15% 18% 26% 52% 4%

slicing the videos. Finally, we cropped the video segments114
to obtain portrait-framed face video clips, where the face115
position was determined based on the face location infor-116
mation provided by Mediapipe.117

D.2. Data Filter Strategy118

Our data filtering strategy comprises multiple dimensions,119
including head movements, audio-visual sync, static back-120
ground, image quality, and more. It is noteworthy that121
each filtering criterion has its own threshold, where stricter122
thresholds result in a high-quality dataset A and looser123
thresholds lead to a moderate-quality dataset B. Below, we124
will introduce some important filtering strategies utilized in125
FADA and filter rates for each filter process in Table.4:126

1. Head Movements Filter: We leverage a pre-trained127
DWPose [11] keypoint extractor to obtain facial keypoints,128
computing the maximum relative movement distance of the129
nose keypoint, lmkmaxmove

nose , across the entire video clip.130
Data exceeding the threshold of lmkmaxmove

nose will be fil-131
tered out.132

2. Audio-Visual Sync Filter: SyncNet [6] is employed133
to assess the audio-visual synchronization score, Sync-D,134
within the video clip. Data with Sync-D surpassing the135
threshold will be filtered out.136

3. Static Background Filter: Initially, we use the Medi-137
apipe [5] segmentation toolkit to segregate foreground and138
background within the video clip, generating a background139
mask Mi for each frame. Subsequently, considering the140
background mask common to all frames in the video clip,141
Mshare =

⋃
{Mi}, we calculate temporal frame differ-142

ences based on the background segments corresponding to143
Mshare, denoted as Idiffi = |Ibgi+1 − Ibgi |. If any Idiffi144
exceeds the predefined threshold, the respective video clip145
will be filtered out.146

4. Image Quality Filter: HyperIQA [7] is utilized to147
extract the image quality level of each frame within the148
video. Data with an average image quality below the speci-149
fied threshold will be filtered out.150

D.3. Dataset Meta Infomation151

The quantity of our moderate-quality training dataset is152
about 1300 hours, which is less than Hallo3’s[3] 3500+153
hours and Vlogger[14]’s 2000+ hours. We should note154

…
Self Attention
Reference Attention

CFG Control Attention

Temporal Attention

Audio Attention

Figure 2. Structure graph of FADA student denoising network

that existing diffusion-based methods also commonly col- 155
lect and filter data to build their private datasets. For in- 156
stance, Loopy has about 176 hours, Echomimic 540 hours, 157
and Hallo3 134 hours. We obtained about 160 hours of 158
high-quality data, while the discarded data will be used for 159
our proposed mixed supervised distillation. 160

Additionally, we provide statistics of our training 161
dataset, including gender, age, race, and audio type in Ta- 162
ble.5. These statistics are estimated by manually label- 163
ing 100 random samples in our moderate-quality training 164
dataset. We can discover that the gender rate is basically 165
balanced but there are some biases about age, autio type, 166
and human race. It is worth noting that FADA focuses on 167
utilizing non-selected filtered data, which precisely helps 168
reduce data acquisition costs. 169

E. More Implementation Details 170

We have introduced the design of the base model in Sec- 171
tion 3.1 in the main paper, which is a streamlined model 172
based on existing methods. It can be considered as built 173
from Loopy by removing TSM and Audio2Latents, or from 174
EMO by removing the Speed Layer and Face Locator. We 175
provide a structure graph of the denoising U-Net in our stu- 176
dent model in Figure.2. Each layer of the FADA student 177
denoising network consists of one self attention layer, ref- 178
erence attention layer, audio attention layer, CFG control 179
attention layer, and temporal attention layer sequentially. 180

During teacher pre-training with the high-quality dataset 181
A, the teacher model first underwent image pre-training to 182
learn the relationship between reference images and tar- 183
get images with random movements. Subsequently, audio 184
conditions and motion frames were incorporated for video 185
training to learn audio-visual synchronization and temporal 186
consistency. All training is conducted on 8 A100 GPUs, 187
with 100,000 training steps per stage. The batch size is set 188
to 8, and the gradient accumulation is 4. The length of mo- 189
tion frames is set to 4, with a motion frame dropout proba- 190
bility of 40%. The training optimizer used is AdamW [4], 191
with a learning rate of 1e−5. Our training and inference are 192
conducted at 12.5 FPS for speedup, which will not influence 193
the NFE-D in this paper. The NFE-D is simply the product 194
of the denoising step number and the CFG runs number. 195
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Table 6. Subjective evaluation results on openset.

Method NFE-D Quality↑ Consistency↑ Expressiveness↑

Sadtalker[13] - 0.02 0.02 0.02
Hallo[9] 80 0.08 0.15 0.07

EchoMimic[2] 60 0.10 0.11 0.16
V-Express[8] 50 0.07 0.03 0.02

Ours-Balanced 18 0.53 0.43 0.66
Ours-Fast 6 0.20 0.26 0.07

Table 7. Comparisons between DMD-v2 and PeRFlow

Method NFE-D IQA↑ Sync-D↓ FVD-R↓ FID↓ E-FID↓

PeRFlow 18 3.823 8.001 21.91 21.26 1.477
DMD-v2 18 2.205 9.101 106.4 19.62 1.490

F. Subjective Evaluation196

For subjective evaluation, we randomly selected 20 test197
samples in the open set, encompassing diverse styles (real198
people, anime, humanoid crafts, and side faces) and vari-199
ous types of audio (speech, singing, rap, and emotional au-200
dio). Five participants with a certain level of knowledge201
and experience in the talking avatar synthesis task were in-202
vited to participate in the evaluation. Three metrics were203
assessed: Quality, Consistency, and Expressiveness, rep-204
resenting video quality, temporal consistency, and audio-205
visual expressiveness respectively. They were asked to se-206
lect the best result number from the six compared results.207
All videos were independently shuffled beforehand.208

As shown in Table 6, Ours-Balanced, with an inference209
speed of 18 NFE-D, demonstrated a remarkable advantage210
across all subjective metrics. On the other hand, Ours-Fast,211
with a speed of only 6 NFE-D, achieved the second-best re-212
sults in Quality and Consistency. While the expressiveness213
pattern of Ours-Fast was similar but slightly weaker than214
that of Ours-Balanced, it is reasonable that it did not achieve215
an outstanding result in the pick-the-best evaluation.216

G. Comparisons with Adversarial Distillation217

Method218

We did our best to re-implement DMD-v2[12] for the diffu-219
sion avatar tasks. However, the training procedure of the220
discriminator is unstable and often fails, leading to poor221
video quality as shown in Table.7. We suspect that more222
modifications or tricks are needed for a diffusion-based223
audio-driven model when using GAN loss. Hence, we fi-224
nally select PeRFlow[10] as our basic distillation method.225

H. Future Work and Application226

The Ours-Fast model achieves about 3.1 RTF on a single227
A100 GPU, which can be further accelerated using Ten-228
sorRT and model quantization. It can also be sped up229

through tensor parallelism on an 8-A100 machine. We be- 230
lieve that real-time performance will be achievable with 231
these engineering techniques. In terms of the application 232
scope, FADA is not dependent on a specific backbone, so it 233
can be extended to the latest 3D DiT methods. 234

I. Ethical Concerns 235

With the rapid advancement of talking avatar synthesis tech- 236
nology, increasingly realistic generated faces have brought 237
about an undeniable deepfake problem. We emphasize that, 238
currently, FADA is solely intended only for research pur- 239
poses. We suggest that efforts to mitigate the deepfake issue 240
should focus on the following aspects: Firstly, incorporat- 241
ing clearly visible explicit AIGC watermarks in generated 242
videos to make users acutely aware of the source of the gen- 243
erated content; secondly, integrating robust invisible water- 244
marks into generated videos, enabling technological meth- 245
ods to identify the content even after explicit watermarks 246
have been removed. 247
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