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6. Definition of a Match
The Argoverse 2 Motion Forecasting Benchmark [46] de-
sires the predictions’ displacement error at the 60-th time
step to be less than 2 meters. By linearly scaling the 2-meter
threshold across time steps, we obtain a distance threshold
Γ(t) for each time step t:

Γ (t) =
t

30
. (9)

Our EMTA training loss requires a matched trajectory to
fall within the given threshold of the ground truth at every
future time step.

On the Waymo Open Motion Dataset (WOMD) [9], the
thresholds are divided into lateral and longitudinal ones,
which are adaptive to the current velocity of the agent of
interest. To begin with, the benchmark defines a scaling
factor with respect to the velocity v:

Scale (v) =


0.5 if v < 1.4 ;

0.5 + 0.5
v − 1.4

11− 1.4
if 1.4 ≤ v < 11 ;

1 otherwise .
(10)

Utilizing the scaling factor, we define the lateral threshold
Γlat(v, t) as

Γlat (v, t) = Scale (v)×


t

30
if 1 ≤ t ≤ 30 ;

0.04t− 0.2 otherwise .
(11)

Similarly, we set the longitudinal threshold Γlon(v, t) to be
twice as large as the lateral one:

Γlon (v, t) = Scale (v)×


t

15
if 1 ≤ t ≤ 30 ;

0.08t− 0.4 otherwise .
(12)

Regarding the experiments on the WOMD, we demand a
matched trajectory to have errors below both the lateral and
longitudinal thresholds at every future time step.

7. Ensemble Method on the WOMD
Inspired by Weighted Boxes Fusion (WBF) [39], we pro-
pose Weighted Trajectory Fusion to aggregate multimodal
trajectories produced by multiple models. Our ensemble
method is almost the same as WBF, except we are fus-
ing trajectories according to distance thresholds rather than

Table 6. Applying ModeSeq to other scene encoders on the
WOMD. Models are trained on 20% training data and evaluated
on the validation set.

Model Soft mAP6 ↑ mAP6 ↑ MR6 ↓

Scene Transformer [26] 0.2441 0.2416 0.2977
Scene Transformer [26] + ModeSeq 0.4130 0.4095 0.1513
HiVT [50] 0.3576 0.3536 0.1911
HiVT [50] + ModeSeq 0.4121 0.4086 0.1485

bounding boxes according to IOU thresholds. Our ensem-
ble method can improve mAP6/Soft mAP6/MR6 by sac-
rificing minADE6/minFDE6, which indicates that the per-
formance on various metrics sometimes disagrees. The
critical hyperparameters in Weighted Trajectory Fusion are
the distance thresholds used for trajectory clustering. We
choose the velocity-aware thresholds defined in Eq. (11)
and Eq. (12) as the base thresholds. On top of this, we mul-
tiply the base thresholds with the scaling factors of 1.5, 1.4,
and 1.4 for vehicles, pedestrians, and cyclists, respectively.

8. Versatility
Our ModeSeq framework can be seamlessly integrated
with other scene encoders. As shown in Tab. 6, our ap-
proach significantly enhances Scene Transformer [26] and
HiVT [50], two representative methods adopting scene-
centric and agent-centric encoders, respectively. Currently,
our EMTA training strategy can only be applied to mode
embeddings with order since the definition of “early match”
relies on order.

9. Parameter Efficiency
The ModeSeq decoder comprises 7.5M parameters, total-
ing 10.9M parameters for the overall model when combined
with the QCNet encoder [51], which is far more parameter-
efficient than other state-of-the-art on the WOMD (e.g.,
MTR [37] with 65.8M parameters and MTR++ [38] with
86.6M parameters).

10. More Qualitative Results
Figure 6 supplements the results in Fig. 4 to demonstrate
our approach’s ability to produce representative trajectories
and extrapolate more modes.



(a) #Mode@Training=3, #Mode@Inference=3 (b) #Mode@Training=6, #Mode@Inference=6 (c) #Mode@Training=6, #Mode@Inference=24

Figure 6. Visualization on the WOMD. The agents in purple are predicted with blue trajectories, with the opacity indicating confidence.
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