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A. Details about our synthetic dataset

Since existing public datasets are insufficient for the setting
of our PIDSR, we propose a synthetic dataset. It contians
138 different scenes (108 for training and 30 for test), and
we perform data augmentation (including random flip and
rotation) on each scene, so that in total the training and test
sets contain 98496 and 27360 different images respectively.

Fig. A shows the detailed procedure of generating our
dataset. For each scene, we place a linear polarizer in front
of a conventional RGB camera (Hikrobot MV-CA050-12UC
with an F/2.8 lens), and rotate the polarizer to four specific
polarizer angles α1,2,3,4 = 0◦, 45◦, 90◦, 135◦ in succession.
At each polarizer angle αi(i = 1, 2, 3, 4), we capture 100
polarized images and average them to serve as the HR ground
truth polarized image I

HRgt
αi (i = 1, 2, 3, 4) (the ground truth

of PISR task). Then, we downsample I
HRgt
α1,2,3,4 to obtain the

ground truth polarized images Igt
α1,2,3,4 (the ground truth of

PID task). After that, according to Eq. (4) of the main
paper, we manually add mosaic to Igt

α1,2,3,4 to synthesize the
corresponding CPFA raw image R. Note that the size of
I

HRgt
α1,2,3,4 is set to be 1024×1224 for 2× SR experiments and
2048× 2448 for 4× SR experiments respectively, while the
size of Igt

α1,2,3,4 and R is fixed to 512× 612.

B. Computational complexity analysis

To evaluate the computational complexity, we compare
the Params, FLOPs, and inference time on our synthetic
test dataset using a single NVIDIA A800 GPU among our
PIDSR, three state-of-the-art PID methods (Polanalyser [3],
IGRI2 [5], and TCPDNet [6]), and the only existing two
PISR methods (PSRNet [1] and CPSRNet [9]), as shown
in Tab. A. Here, the size of the input CPFA raw images is

# Equal contribution. * Corresponding author.

Table A. Computational complexity analysis.

Demosaicing Params[M] FLOPs[G] Inference time[s]

Polanalyser [3] - - 0.047
IGRI2 [5] - - 29.466
TCPDNet [6] 34.522 767.779 0.089
PIDSR 9.162 247.202 0.187

Super-resolution Params[M] FLOPs[T] Inference time[s]

PSRNet (2×) [1] 2.329 7.147 0.624
CPSRNet (2×) [9] 17.110 6.086 2.596
PIDSR (2×) 9.162 1.182 0.435

PSRNet (4×) [1] 2.477 7.358 0.644
CPSRNet (4×) [9] 16.962 5.321 2.709
PIDSR (4×) 9.162 5.910 0.890

512 × 612 pixels for measuring FLOPs, and the inference
time is the time taken to reconstruct a single scene. Note
that CPSRNet [9] generates a single polarized image cor-
responding to one polarizer angle per run. Therefore, to
obtain the complete set of outputs for comparison, the model
must be executed four times, each with a different polarizer
angle. Besides, since Polanalyser [3] and IGRI2 [5] are
not learning-based methods, we can neither evaluate their
Params nor FLOPs.

C. Additional results on synthetic data

We provide additional visual quality comparisons on syn-
thetic data among our PIDSR, three state-of-the-art PID
methods (Polanalyser [3], IGRI2 [5], and TCPDNet [6]),
and the only existing two PISR methods (PSRNet [1] and
CPSRNet [9]), as shown in Fig. B.
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Figure A. The detailed procedure of generating our dataset.
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Figure B. Qualitative comparisons on synthetic data of both demosaicing and 2× SR tasks.



D. Additional results on real data
We provide additional visual quality comparisons on real
data among our PIDSR, three state-of-the-art PID methods
(Polanalyser [3], IGRI2 [5], and TCPDNet [6]), and the only
existing two PISR methods (PSRNet [1] and CPSRNet [9]),
as shown in Fig. C.

E. Qualitative evaluation of ablation study
We present an example of the qualitative evaluation of the
ablation study in Fig. D. As shown, our complete PIDSR
produces the results with the best visual quality.

F. Additional results of application
We provide additional results of polarization-based reflection
removal (PRR) produced by the following approaches: (1)
“PID→PISR→PRR”: performing PID and PISR sequentially
on the CPFA raw image, then performing reflection removal;
(2) “PID→PRR→SISR”: performing PID on the CPFA raw
image first, then performing reflection removal, and per-
forming single image super-resolution (SISR) in the end; (3)
“PIDSR→PRR”: performing our PIDSR on the CPFA raw
image first, then performing reflection removal, as shown
in Fig. E. Here, the SR scale is 2, and the involved PRR,
PID, PISR, and SISR methods are selected to be RSP [2],
TCPDNet [6], PSRNet [1], and OmniSR [8] respectively.

G. Generalization ability evaluation
To validate the generalization ability of our PIDSR and
the compared methods (including three state-of-the-art PID
methods (Polanalyser [3], IGRI2 [5], and TCPDNet [6]),
and the only existing two PISR methods (PSRNet [1] and
CPSRNet [9])), we also evaluate them on two existing
datasets (KAUST dataset [7] and Tokyo Tech dataset [4]).
The KAUST dataset [7] provides 40 different scenes with
a resolution of 1024 × 1024 pixels, and the Tokyo Tech
dataset [4] provides 40 different scenes with a resolution
of 1024 × 768 pixels. Those scenes were also captured
by placing a linear polarizer in front of a conventional
RGB camera and rotating it to four specific polarizer an-
gles α1,2,3,4 = 0◦, 45◦, 90◦, 135◦ in succession.

Since the KAUST dataset [7] and Tokyo Tech dataset [4]
are initially designed for the PID task only, in order to make
them applicable for both PID and PISR tasks, we adopt a
similar approach as our procedure of dataset capturing. First,
we treat the provided polarized images as the ground truth
HR polarized images IHRgt

α1,2,3,4 (i.e., the ground truth of PISR
task). Then, we downsample I

HRgt
α1,2,3,4 to half the resolution,

and treat the downsampled ones as the ground truth polarized
images I

HRgt
α1,2,3,4 (i.e., the ground truth of PID task). After

that, we manually add mosaic to I
HRgt
α1,2,3,4 to synthesize the

corresponding CPFA raw images R.

Table B. Generalization ability evaluation on KAUST dataset[7].

Metric PSNR↑/SSIM↑ MAE↓
Demosaicing S0 p θ

Polanalyser [3] 38.48/0.9620 31.92/0.8717 7.4131
IGRI2 [5] 44.15/0.9866 35.37/0.9324 5.1473
TCPDNet [6] 45.21/0.9870 39.01/0.9430 4.0684
PIDSR 46.99/0.9893 39.23/0.94933 3.7633

Super Resolution SHR
0 (2×) pHR (2×) θHR (2×)

PSRNet [1] 41.36/0.9648 34.55/0.8917 5.6266
CPSRNet [9] 39.74/0.9573 34.81/0.9011 5.3150
PIDSR 42.76/0.9720 35.29/0.9049 5.2796

Table C. Generalization ability evaluation on Tokyo Tech dataset
[4].

Metric PSNR↑/SSIM↑ MAE↓
Demosaicing S0 p θ

Polanalyser [3] 33.10/0.9042 26.88/0.6983 20.0742
IGRI2 [5] 37.75/0.9634 30.12/0.7985 16.9239
TCPDNet [6] 39.26/0.9718 33.66/0.8497 13.8324
PIDSR 39.83/0.9759 35.14/0.8593 12.7000

Super Resolution SHR
0 (2×) pHR (2×) θHR (2×)

PSRNet [1] 36.25/0.9458 31.10/0.8091 14.4521
CPSRNet [9] 34.46/0.9278 32.03/0.8004 14.2948
PIDSR 37.97/0.9574 32.61/0.8104 14.0238

Results are shown in Tab. B and Tab. C. Note that all
learning-based methods involved in the comparisons, includ-
ing our PIDSR, TCPDNet [6], PSRNet [1], and CPSRNet
[9], were trained exclusively on our dataset. For evaluation,
these models were tested on the entire KAUST dataset [7]
and Tokyo Tech dataset [4], ensuring that the test datasets
remain entirely unseen during training. From the results
we can see that our PIDSR consistently outperforms the
compared methods on all metrics in both demosaicing and
SR tasks, which demonstrates that our PIDSR has better
generalization ability than all compared methods.
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Figure C. Qualitative comparisons on real data of both demosaicing and 4× SR tasks.
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Figure D. Quantitative evaluation results of ablation study for demosaicing and super-resolution task. (a) Sequential D and ↑. (b) Single-stage
pipeline. (c) Without SFI blocks. (d) TCPDNet [6]→ ours (SR only). (e) Ours (demosaicing only)→PSRNet [1]. (f) Our complete PIDSR.
(g) Ground truth. Note that (e) and (f) share the same demosaicing result.
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Figure E. Additional results of polarization-based reflection removal.
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