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Supplementary Material

A. Examples of MTU Datasets
We visualize the samples of the existing MTU datasets men-
tioned in Sec. 2.1, with the results shown in Fig. 1 and Fig. 2.
The first to fourth columns in the figures represent the dataset
name, the input table image, the user-provided question, and
the expected answer, respectively.

For the Table Question Answering (TQA), the datasets
WTQ [30], FeTaQA [27], HiTab [5], AIT-QA [17],
TabMCQ [16], TAT-QA [51], and TABMWP [24] are visual-
ized in Fig. 1. We observe that the requirements for answers
vary across datasets. For example, WTQ only requires a
concise response, while FeTaQA demands a coherent and
lengthy textual answer generated based on the table content
and the given question. HiTab and AIT-QA have a large num-
ber of table cells and complex table structures, yet they also
only require a short answer. For TABMWP and TAT-QA,
which focus on table-based numerical reasoning, the task
involves generating a series of calculation steps followed
by the final answer. For TabMCQ, the model only needs
to match the table content with the options provided in the
question and select the correct answer.

For Table Fact Verification (TFV), there are three datasets:
TabFact [3], InfoTabs [13], and PubhealthTab [1]. This task
is relatively straightforward, requiring the model to index,
query, and reason over the table image based on the users
input statement. If the derived conclusion aligns with the
users statement, the output is “correct”; if the conclusion
contradicts the users statement, the output is “incorrect”;
and if it is impossible to determine the validity of the users
statement solely based on the table content, the output is
“neutral”. The visualization of specific samples is shown in
Fig. 2.

The Table-to-Text Generation (T2T) task includes four
datasets: ToTTo [29], HiTab T2T [5], Rotowire [38], and
WikiBIO [18]. Examples from each dataset can be found
in Fig. 2. These datasets require the model to generate
coherent sentences as responses based on the users input
question and the table image. The generated responses may
summarize highlighted cells in the table image or provide a
comprehensive description of a related biography.

The Table Structure Understanding (TSU) [46] task in-
cludes six sub-tasks, which are designed to evaluate the
model’s capability to extract basic structural information
and understand table content. Table Size Detection (TSD)
predicts the number of rows and columns in a given table.
Table Cell Extraction (TCE) involves extracting the content
of a target cell based on the row and column indices spec-

ified by the user. Table Cell Locating (TCL), on the other
hand, requires identifying the positions of cells whose con-
tent matches the user-provided text. Merge Cell Detection
(MCD) aims to detect merged cells and output their coordi-
nates, including the top-left and bottom-right corners. Row
& Column Extraction (RCE) focuses on extracting the con-
tent of entire rows or columns. Finally, Table Recognition
(TR) requires the model to convert the input table image into
corresponding HTML, LaTeX, or Markdown.

B. Detailed Category Definition
In this part, we provide a detailed explanation of the 6 main
question categories and 11 subcategories defined earlier.

B.1. Retrieval

Data retrieval focuses on extracting specific information
or multiple data points from tables, enhancing the model’s
ability to locate and return exact values based on a query. For
instance, in MTU, data retrieval helps identify and extract
relevant cells or ranges, directly improving the models per-
formance in retrieving precise information from structured
data.

B.2. Data Operations

Data counting involves determining the number of occur-
rences of specific values or conditions within a table. This
requires scanning through rows and columns to count how
many times a particular criterion is met.

Data order includes tasks related to organizing or iden-
tifying specific statistical properties of data within a table.
This involves: maximum, minimum, sorting, median, com-
parison of values, and so on. These tasks mainly focus on
how to systematically order and interpret data based on its
statistical attributes.

Determine range involves calculating the difference be-
tween two data points within a specific column or data set in
a table. This could be the difference between the maximum
and minimum values, or it could be between the third highest
and minimum values, depending on the context.

Filter operations include questions related to selecting
and manipulating subsets of data based on specific criteria.
The key operations involve: filtering, union, intersection, set
difference, subset, conditional filtering, etc.

B.3. Numerical Calculations

Numerical calculations involve: addition: summing nu-
merical values; subtraction: finding the difference between



Dataset Image Question Answer

WTQ

This image shows a table about 'Taekwondo at t

he 2010 South American Games', answer the fol

lowing question using a single word or phrase. 

The final result should be presented in the JSO

N format of {"answer": [<a list of answer string

s>]}. Question: who won the most gold medals? 

Answer: 

Using the table as reference, 

the answer is {"answer": ['

Brazil']}.

FeTaQA

Select the correct answer option according to th

e table and the question. Provide the final answe

r in the JSON structure, using the format {"ans

wer": "<YOUR ANSWER>"}. Question: Which 

of the following is artificial?

Options: 1. Air  2. Water  3. Humans  4. House

AIT-QA

HiTab

TABMWP

TAT-QA

Give you a screenshot of a table titled 'Personal 

bests' from the Wikipedia of 'Lauren Fleshman’. 

Provide a well-considered answer to the followi

ng question: When was Lauren Fleshman's pers

onal best in the marathon achieved?

In 2011, Lauren Fleshman a

chieved her personal best in 

the marathon in New York 

City.

Based on the excel table, answer the following 

question in brief. Your answer should be in the J

SON structure, formatted as {"answer": [<a list 

of answer strings>]}. For instance, {"answer": 

["2021-12-04", "72.33"]}.Table title: career stati

stics. Question: how many league goals did Hris

to Yanev score for cska sofia?

Based on the table informati

on, the final answer is {"ans

wer": ["54.0"]}.

What was United's cost per ASM in 2017? Give 

me a concise answer based on the given table ab

out an airline company. Show your final answer 

in the JSON format {"answer": "<YOUR ANS

WER>"}.

Using the table as reference, 

the answer is {"answer": "15.

72"}.

TabMCQ

According to the given table, 

the answer is {"answer": "4. 

House"}.

Based on the table, solve the math word proble

m. Give a solution step by step. Provide a concl

uding answer in a JSON structure, using the for

mat {"answer": "<YOUR ANSWER>"}. Proble

m: Victor bought 3 kilograms of amethyst and 2 

kilograms of fool's gold. How much did he spen

d? (Unit: $) Solution:

Find the cost of the amethyst: 

$7.61 × 3 = $22.83. Find the 

cost of the fool's gold: $8.54 

× 2 = $17.08. Now the total c

ost: $22.83 + $17.08 = $39.91. 

Therefore, the final answer is 

{"answer": "39.91"}.

Read the table to answer the following question

s in brief. Present the final answer in a JSON fo

rmat {"answer": [<a list of answer strings>]}. H

ow much is the 2019 salaries and fees?

Based on the table inform

ation, the answer is {"ans

wer": ["4"]}.

RCE

Provide the contents of the cells located in row 

4 of this table. Show the cells in a row in the JS

ON format {"row_id":"<row index>", "cell_list

": "<a list of cells in this row>"}. 

The target cell values of ro

w 4: {"row_id": "4", "cell_li

st": ['Publisher', 'Nelson Th

ornes, 2000']}

TR
This picture illustrates a table. Please represent t

his table with the markdown-format in text.

| | For the Years Ended D

ecember 31, | | |\n| --- | --

- | --- | --- |\n| | 2019 | 201

8 | Increase (Decrease) |\n| 

Net bookings | $6,388 | $7,

262 | $(874) |\n| In-game n

et bookings | $3,366 | $4,2

03 | $(837) |

Figure 1. Examples of existing MTU datasets samples.



Dataset Image Question Answer

TabFact

In this task, the goal is to distinguish whether th

e following sentence is confirmed or refuted by 

the table. Format your final answer as a JSON, 

using the structure {"answer\": "<YOUR ANS

WER>"}.

poland took home the most gold medals

Utilizing the table as eviden

ce, we can find that the sent

ence is false. So, the answer 

is {"answer": "refuted"}.

InfoTabs

Please succinctly describe the highlighted cell

s within the given table titled 'agri-food indus

try sub-groups for workers aged 15 years and 

over, two agricultural regions of ontario, 201

1'.

ToTTo

PubhealthTab

WikiBIO

Refer to the table to decide if the following clai

m is affirmed, disproved by the given table, or i

f unclear, regard it as ‘not enough information’. 

Format your final answer as a JSON, using the s

tructure {“answer”: “<YOUR ANSWER>”}. T

he Crufts dog show has been around under twen

ty years.

Based on the evidence in th

e table, the claim is not true. 

Thus, the final answer is {"

answer": "disproved"}.

claim: More women are restrict of domestic viol

ence. Review the table named 'Trafficking Rout

es' to determine if the claim is supported or opp

osed by the table. Use 'not enough information' 

for inconclusive evidence. Show your final ans

wer in the JSON format {"answer": "<YOUR A

NSWER>"}

The information in the table 

is not sufficient to judge whe

ther the claim is true or false. 

Therefore, the final answer: 

{"answer": "not enough info

rmation"}.

Presented is a Wikipedia table named 'Calcium l

ooping', which is extracted from a section headi

ng 'Cost per metric ton for CO2 captured’. As y

ou can see, some table cells are highlighted with 

a different color. Please generate a one-sentence 

summary of these cells.

The cost of CO2 capture is 

$35 to $96 per ton for Ami

ne Scrubbing and $23 to $7

0 per ton for Ca-Looping.

HiTab_T2T

in eastern ontario, 60.6% of 

other agri-food workers wor

ked in the restaurant and foo

d services sector.

Given the fact table in this image, which details 

information about 'Danny lloyd', create a succin

ct biography for this person.

Danny lloyd (born january 

1, 1973) is an american tea

cher and former child actor.

TSD

I need to know the count of rows and columns i

n this specific table. Format your final answer a

s a JSON, using the structure {"row_number": "

m", "column_number": "n"}.

This table has 3 rows and 3 c

olumns. Thus, the final answ

er is {"row_number": "3", "c

olumn_number": "3"}.

TCE

There is a cell located in the 5th row and the 1st 

column in this table, identify this cell and report 

its content. Provide the value of target cell in th

e JSON structure, using the format {"row_id":"

m", "column_id": "n", "cell_value": "<Correspo

nding Cell Value>"}.

The target cell value in the 

5th row and the 1st column 

is {“row_id”: “5”, “column

_id”: “1”, “cell_value”: “2

5 to 34”}.

TCL

Based on the table, what are the locations of the 

following cells?(1) 'craig hanmer'; Return the ce

ll location in the JSON format {'value': '<cell va

lue>', 'location': (row_id, column_id)}

The coordinates of target 

cells are listed below.

(1) {'value': 'craig hanme

r', 'location': (4, 2)}

MCD

A merged cell in a table can be described usi

ng the JSON {‘top-left’:(A, B), ‘bottom-righ

t’:(C, D)}. Here, ‘(A, B)’ represents the top-l

eft and ‘(C, D)’ the bottom-right cells‘ (row_i

d, column_id) of the merged region. Using th

e table image, identify all such merged cells.

The merged cell regions 

are as follows: {‘top-left’:

(1, 1), ‘bottom-right’:(2, 

1)}; {‘top-left’:(2, 2), ‘bo

ttom-right’:(2, 3)}.

Figure 2. Examples of existing MTU datasets samples.



Our Rendered Images

Existing MTU Images

Figure 3. Comparison of the table images synthesized in this work with existing MTU table images.



QUESTION: Please provide a detailed summary of the table.

DETAIL_ANSWER: In 2015, the beginning total account 

value was $158,664, with sales of 8,780 and surrenders and 

withdrawals of 8,415 resulting in net sales of 365. Benefit 

payments were 1,910 and net flows were -1,545. There was a 

change in market value, interest credited and other activity of 

-585 and policy charges of -3,589, leading to an ending total 

account value of $152,945. In 2014, similar data is presented, 

and in 2013 as well.

SHORT_ANSWER: Summary of account values, sales, etc. 

over 3 years.

(Summary)

QUESTION: What is the total of net sales for all three years?

DETAIL_ANSWER: The net sales for 2013 is 3,786, for 

2014 is 1,156, and for 2015 is 365. The total is 3,786 + 1,156 

+ 365 = 5,307.

SHORT_ANSWER: 5,307.

(Numerical calculations)

QUESTION: Is the fair value at grant date in 2016 higher 

than that in 2015?

DETAIL_ANSWER: The fair value at grant date in 2016 is 

$10.35 and in 2015 is $11.57. So, the fair value at grant date 

in 2016 is lower than that in 2015.

SHORT_ANSWER: no.

(Selection)

QUESTION: Which year had the highest number of shares 

repurchased?

DETAIL_ANSWER: Looking at the "Shares repurchased(1)

" column, we see the values 4688 for 2018, 5413 for 2017, an

d 8506 for 2016. Comparing these, 2016 had the highest num

ber of shares repurchased.

SHORT_ANSWER: 2016.

(Data operations)

QUESTION: What is the total amount in 2007?

DETAIL_ANSWER: Looking at the table, the total amount 

in 2007 is $2,496.

SHORT_ANSWER: $2,496.

(Retrieval)

QUESTION: How much did the amount for Locomotives 

and freight cars increase from 2006 to 2007?

DETAIL_ANSWER: The amount for Locomotives and 

freight cars in 2006 is $135 and in 2007 is $263. The increase 

is $263 - $135 = $128.

SHORT_ANSWER: $128.

(Numerical calculations)

QUESTION: What was the value of Aimco in 2006?

DETAIL_ANSWER: Looking at the table, the value of 

Aimco in 2006 is 164.95.

SHORT_ANSWER: 164.95.

(Retrieval)

QUESTION: In which year did MSCI US REIT have the 

highest value?

DETAIL_ANSWER: The values for MSCI US REIT are 

112.13 in 2005, 152.41 in 2006, 126.78 in 2007, 78.64 in 

2008, and 101.14 in 2009. The highest value is 152.41 which 

is in 2006.

SHORT_ANSWER: 2006.

(Data operations)

Figure 4. Visualization of SynTab sample pairs. The texts below each image represent the Q&A pairs we synthesize. Each Q&A pair
includes the user-input question, detailed solution steps, and the final concise answer. The red bold text indicates the question category to
which the Q&A pair belongs.
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Based on the table of '1971 Trans-AMA motocross series', answer the following question 

briefly. Show your answer in the JSON format {"answer": [<a list of answer strings>]}.

total wins by belgian riders

Using the table as reference, the answer is {"answer": ['7']}.

{"answer": ["3", "3"]}

I can directly count the total wins by Belgian riders based on the provided image:

1.Sylvain Geboers: 3 wins; 2.Roger De Coster: 3 wins; 3.Joel Robert: 1 win.

Adding these up gives a total of 7 wins by Belgian riders. Now, I'll format this as a 

JSON response.

{"answer": ["Total wins by Belgian riders: 7"]}

According to the table, the answer is {"answer": ['10']}

3

5

{"answer": ["3"]}

Conduct table question answering task based on the given table about 'Shagun Sharma' w

ith the table title 'Television’.

What TV shows was Shagun Sharma seen in 2019?

Ground Truth: In 2019, Shagun Sharma played in the roles as Pernia in Laal Ishq, Vikra

m Betaal Ki Rahasya Gatha as Rukmani/Kashi and Shaadi Ke Siyape as Dua.

In 2019, Shagun Sharma was seen in the TV shows Laal Ishq as Pernia, Vikram 

Betaal Ki Rahasya Gatha as Rukmani/Kashi and Shaadi Ke Siyaphe as Dua.

Laal Ishq, Vikram Betaal Ki Rahasya Gatha, Shaadi Ke Siyape.

In 2019, Shagun Sharma appeared in the TV shows "Laal Ishq" and "Vikram Betaal 

Ki Rahasya Gatha".

In 2019, Shagun Sharma was seen in the role of Pernia in Laal Ishq and as Dua in 

Zindagi Ki Siyap.

Shagun Sharma was seen in 2 TV shows in 2019, which are 'Vikram Betaal Ki 

Rahasya Gatha' and 'Shaadi Ke Siyape'.

Colors TV &TV

Shagun Sharma was seen in the TV shows "Vikram Betaal Ki Rahasya Gatha" 

and "Shaadi Ke Siyape" in 2019.

WTQ FeTaQA

Figure 5. Case study on WTQ and FeTaQA. The red rectangular boxes indicate the table regions relevant to the questions. In the WTQ,
yellow highlights represent correct answers, while green highlights denote incorrect. In the FeTaQA, which requires generating a complete
sentence, red text is used to indicate the keywords present in the predicted results.
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Based on this table about 'Sit-up competition (number of sit-ups)', solve the following 

problem. Format the ultimate answer as a JSON, using the structure {"answer": "<YOUR 

>"}. Miss Pratt ran a sit-up competition among her P.E. students and monitored 

hANSWERow many sit-ups each students could do. How many people did fewer than 90 sit-

ups? (Unit: people)

Count all the leaves in the rows with stems 6, 7, and 8. You counted 21 leaves, 

which are blue in the stem-and-leaf plot above. 21 people did fewer than 90 sit-ups. 

Thus, the final answer is {"answer": "21"}.

1.Breakdown of the Sit-Up Data from the Table: 1) Stem 6: 11 entries (numbers 60 to 69 

are represented as 0, 1, 1, 3, 3, 5, 5, 6, 6, 9, 9); 2) Stem 7: 5 entries (numbers 70 to 79 are 

represented as 2, 4, 5, 8); 3) Stem 8: 6 entries (numbers 80 to 89 are represented as 0, 1, 6, 6, 

6, 9).

2.Total Number of People Who Did Fewer Than 90 Sit-Ups: 1) Total = Number of entries in 

Stem 6 + Number of entries in Stem 7 + Number of entries in Stem 8; 2)Total = 11 (Stem 6) 

+ 5 (Stem 7) + 6 (Stem 8) = 22 people

Thus, 22 people did fewer than 90 sit-ups in the competition.

The final answer, formatted as requested: {"answer": "22"}

Count all the leaves in the rows with stems 0, 1, 2, 3, 4, 5, 6, 7, and 8. You counted 22 leaves, 

which are blue in the stem-and-leaf plot above. 22 people did fewer than 90 sit-ups.

Thus, the final answer is {"answer": "22"}.

What was the change in closing cash? Carefully answer the question according to the table. 

Conclude your response with a final answer in the JSON format {"answer": [<a list of 

answer strings>]}.

Based on the given table:183.2-121.6 = 61.6

Therefore, the answer is {"answer": ["61.6"]}.

50.7

Based on the table, we need to conduct the following 

computations:182.2-121.6 = 60.6

Therefore, the final answer: {"answer": ["60.6"]}.

The change in closing cash was 50.7%.

[50.7]

{"answer": 20}
The change in closing cash was 50.7%.

Final answer: {"answer": ["50.7%"]}

According to the table, the change in closing cash from 2018 to 

2019 was 50.7%.

Here is the JSON-formatted answer:{"answer": ["50.7"]}

TABMWP ait-qa

Figure 6. Case study on TABMWP and AIT-QA. These benchmarks involve extensive data computation tasks, requiring the outputs to
present step-by-step reasoning leading to the final answer.
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Based on the table titled '1998 open championship' and the subsequent hypothesis, determine 

if the hypothesis is confirmed or refuted by the table. Output the final answer as JSON in the 

format {"answer": "<YOUR ANSWER>"}.

hypothesis: danish thomas bjørn ranked lower than tiger woods

Based on the table information, the hypothesis is not true. 

Thus, the answer is {"answer": "refuted"}.

Examine the following Wikipedia table, which is titled 'Jatani (Odisha Vidhan Sabha 

constituency)' and its section is titled '2009 Election Results’. 

Some important table cells are highlighted with a different background color. Please create a 

single sentence that summarizes the highlighted table cells.

In 2009 election, Biju Janata Dal candidate Bibhuti Bhusan Balabantaray defeated Indian 

National Congress candidate Suresh Kumar Routray by a margin of 14,925 votes.

Biju Janata Dal candidate Bibhuti Bhusan Balabantaray won the Jatani Vidhan Sabha 

constituency with 55,573 votes.

In the 2009 election, Biju Janata Dal candidate Bibhuti Bhusan Balabantaryy defeated 

Indian National Congress candidate Suresh Kumar Routray by a margin of 14,925 votes.

In the 2009 election results for the Jatani (Odisha Vidhan Sabha constituency), Bibhuti 

Bhusan Balabantaray of the BJD party received 55,573 votes, securing 47.85% of the 

votes, and the majority needed to win was 14,925 votes.

TabFact   ToTTo

{"answer": "true"}

Based on the table information, the hypothesis is true. 

Thus, the answer is {"answer": "confirmed"}.

The hypothesis is refuted. Although danish thomas bjørn ranked 5th while tiger 

woods ranked 1st, the difference in their scores is only 4 strokes, which is smaller 

than the standard deviation of the scores of all the players. Therefore, it is 

reasonable to conclude that the difference in their ranks is due to other factors, such 

as the difficulty of the course or the performance of the players.

Since both players share the same rank (T6), the hypothesis that Danish 

Thomas Bjørn ranked lower than Tiger Woods is refuted.

Here is the answer in the requested JSON format: {"answer": "refuted"}

The highlighted table cells show the results of the 2009 Jatani (Odisha Vidhan Sabha 

constituency) election, with the BJD candidate Bibhuti Bhusan Balabantaray winning the 

majority of votes and the overall turnout being 60.50%.

Figure 7. Case study on TabFact and ToTTo. The ToTTo benchmark not only requires the model to perceive color information in images but
also demands strong summarization capabilities, posing a challenge to the captioning abilities of existing MLLMs.
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Please determine the total count of rows and columns in the provided table, respectively. 

Provide the final answer in the JSON structure, using the format {"row_number": "m", 

"column_number": "n"}.

This table has 8 rows and 5 columns. Thus, the final answer is {"row_number": "8", 

"column_number": "5"}.

Here's what I need you to do:

In the image of this table, identify all the merged cells. Provide the coordinates of these merged 

regions in the JSON {'top-left':(x, y), 'bottom-right':(z, w)}, with '(x, y)' and '(z, w)' indicating the 

(row_id, column_id) of the top-left and bottom-right cells, respectively. Remember, row and 

column numbering starts at 1.

The merged cell regions are as follows:

{'top-left':(1, 1), 'bottom-right':(2, 1)}; {'top-left':(1, 3), 'bottom-right':(1, 4)}.

{“top-left”:{“row_id”:1,“column_id”:1},“bottom-

right”:{“row_id”:1,“column_id”:2}},

This table does not contain any merged cells.

Here is a list of all the merged cells in the table:

[0.000,0.402,0.243,0.422]

{'top-left':(1, 1), 'bottom-right':(17, 17)}

To identify all the merged cells in the table, we need to look for cells that are 

merged horizontally or vertically. Merged cells in a table are those that are 

combined into a single cell, which can be identified by the presence of a 

merged cell icon in the table editor... let's convert these merged cells into the 

required JSON format:json{ "merged_cells":

…This indicates that the cell containing "Canada" spans across all four 

header columns in the first row.

Here is the JSON output with the merged region coordinates:

{ "top-left": [1, 1], "bottom-right": [1, 4] }

TSD MCD

{"row_number": "7", "column_number": "4"}

This table has 8 rows and 3 columns. Thus, the final 

answer is {"row_number": "8", "column_number": "3"}.

The table has 7 rows and 5 columns.

[{"row_number": 11, "column_number": "victories"}, {"row_number": 13, 

"column_number": "victories"}, {"row_number": 7, "column_number": 

"victories"}, {"row_number": 3, "column_number": "victories"}]

To determine the total count of rows and columns in the provided table, we need to count 

each row and each column separately. Counting Rows: 1. 1994 2. 1995 3. 1996 4. 1998 5. 

1999 6. 2000 7. 2001. There are 7 rows in total. Counting Columns: 1. Year 2. Rider 3. 

Victories 4. Bike 5. Manufacturer's Championship. There are 5 columns in total. The final 

answer in JSON format is: {"row_number": "7", "column_number": "5"}

The provided table contains a total of 7 rows and 4 columns.

Here is the final answer in the requested JSON structure:

{"row_number": "7", "column_number": "4"}

Figure 8. Case study on TSD and MCD. These two benchmarks primarily evaluate a model’s ability to perceive the structure of table images.
The results indicate that existing MLLMs perform poorly on such fundamental perception tasks.
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Examine the given table and identify the contents of cells located at specified locations, 

denoted by row and column indices. Format each cell value as a JSON, using the structure 

{"row_id":"m", "column_id":"n", "cell_value":"<Corresponding Cell Value>"}.

Specified positions: the 7th row and the 6th column, the 10th row and the 6th column,

The target cell values are as follows: {"row_id":"7", "column_id":"6", "cell_value":"-

"}n{"row_id":"10", "column_id":"6", "cell_value":"-"}

Your is as follows: Examine the table image and determine the locations of the mentioned cells. 

You need to express a cell‘s position with the JSON {’value‘: ’<cell value>‘, ’location‘: (row index, 

column index)}, with row and column indices both commencing from 1. Represent the location 

as ’DOES NOT EXIST‘ if a cell is not present in the table. Cells to locate: CELL VALUE 

1: ’August 5, 1978’; CELL VALUE 2: 'August 17, 2005’; CELL VALUE 3: '13.1%'

The coordinates of target cells are listed below. CELL LOCATION 1: {‘value’: ‘August 5, 

1978’, ‘location’: (3, 3)}; CELL LOCATION 2: {'value': 'August 17, 2005', 'location': (2, 3)}; 

CELL LOCATION 3: {'value': '13.1%', 'location': (6, 2)}

The target cell locations are as follows: CELL LOCATION 1: {‘value’: ‘August 

5, 1978’, ‘location’: (3, 3)}; CELL LOCATION 2: {'value': 'August 17, 2005', 

'location': (2, 3)}; CELL LOCATION 3: {'value': '13.1%', 'location': (5, 2)}

Here is a list of all the locations of the mentioned cells:

[0.044,0.245,0.901,0.343]

{“value”: “August 5, 1978”, “location”: (2, 3)}; {"value": "August 17, 2005", 

"location": (1, 3)}; {"value": "13.1%", "location": (2, 5)}

After examining the provided table image, here are the locations of the 

specified cell values: {"value": "August 5, 1978", "location": [2, 

3]},{"value": "August 17, 2005", "location": [1, 3]},{"value": 

"13.1%","location": [2, 2]}

TCE TCL

{"row_id":"m", "column_id":"n", "cell_value":"96"}

The target cell values are as follows:n{“row_id”:“7”, “column_id”:“6”, 

“cell_value”:“0”}, {"row_id":"10", "column_id":"6", "cell_value":"0"}

Here is a list of all the corresponding contents for the given table:

[0.000,0.444,0.988,0.461]

[7, 6] [10, 6]

{"row_id":"7", "column_id":"6", "cell_value":"14in (mm)"}, {"row_id":"8", "column_id":"6", 

"cell_value":"15in (mm)"},  {"row_id":"9", "column_id":"6", "cell_value":"15in 

(mm)"},  {"row_id":"10", "column_id":"6", "cell_value":"-"}

After analyzing the table provided in the image, the contents of the specified cells located at 

the 7th and 10th rows in the 6th column are as follow:..

Here are the values formatted in the requested JSON structure:

{ "row_id": "7", "column_id": "6", "cell_value": "14in (mm)" }, { "row_id": "10", 

"column_id": "6", "cell_value": "15in (mm)" }

Figure 9. Case study on TCE and TCL. The visualization results above demonstrate that existing MLLMs exhibit significant gaps compared
to our method in locating and recognizing table cell content.

SynTab-LLaVAUser Qwen2-VL Table-LLaVA TabPedia Docowl1.5 InternVL2GPT-4V

Reconstruct the table in this picture as a markdown-style table in text.

| round | pick | overall | name | position | college |

| --- | --- | --- | --- | --- | --- |

| 1 | 26 | 26 | randy burke | wide receiver | kentucky |

| 2 | 25 | 53 | mike ozdowski | defensive end | virginia |

| 6 | 24 | 163 | calvin o'neal | linebacker | michigan |

| 7 | 26 | 193 | blanchard carter | offensive tackle | unlv |

| 8 | 25 | 220 | ken helms | offensive tackle | georgia |

| 9 | 24 | 247 | glen capriola | running back | boston college |

| 10 | 26 | 277 | ron baker | guard | oklahoma state |

| 11 | 25 | 304 | brian ruff | linebacker | the citadel |

| 12 | 24 | 331 | bill deutsch | running back | north dakota |

| round | pick | overall | name | position | college |

| --- | --- | --- | --- | --- | --- |

| 1 | 26 | 26 | randy burke | wide receiver | kentucky |

| 2 | 25 | 53 | mike ozdowski | defensive end | virginia |

| 6 | 24 | 163 | calvin o'neal | linebacker | michigan |

| 7 | 26 | 193 | blanchard carter | offensive tackle | unlv |

| 8 | 25 | 220 | ken helms | offensive tackle | georgia |

| 9 | 24 | 247 | glenn capriola | running back | boston college |

| 10 | 26 | 277 | ron baker | guard | oklahoma state |

| 11 | 25 | 304 | brian ruff | linebacker | the citadel |

| 12 | 24 | 331 | bill deutsch | running back | north dakota |

| name | position |

| --- | --- |

| randy burke | wide receiver |

| mike ozowodwski | defensive |

| calvin o'neal | linebacker |

| blanchard carter | offensive |

| ken helms | offensive |

| glenn capriola | running |

| ron baker | guard |

| brian ruff | linebacker |

| bill deutsch | running |

| round | pick | overall | name            | position        | college         |

|-------|------|---------|-----------------|-----------------|-------------------|

| 1     | 26   | 26      | randy burke     | wide receiver   | kentucky |       

| 2     | 25   | 53      | mike ozdowski   | defensive end   | virginia |

| 6     | 24   | 163     | calvin o'neal   | linebacker      | michigan |

| 7     | 26   | 193     | blanchard carter| offensive tackle| unlv |

| 8     | 25   | 220     | ken helms       | offensive tackle| georgia |

| 9     | 24   | 247     | glenn capriola  | running back    | boston college |

| 10    | 26   | 277     | ron baker       | guard           | oklahoma state |

| 11    | 25   | 304     | brian ruff      | linebacker      | the citadel  |

| 12    | 24   | 331     | bill deutsch    | running back    | north dakota |

| round | pick | overall | name | position | college |

| :--- | :--- | :--- | :--- | :--- | :--- |

| 1 | 26 | 26 | random | wide receiver | kentucky |

| 2 | 25 | 53 | Mike | defensive end | Virginia |

| 6 | 24 | 163 | Calvin | Linebacker | Michigan |

| 7 | 26 | 193 | Blanchard | Offensive Tackle | Univ |

| 8 | 25 | 220 | Ken | Offensive Tackle | Georgia |

| 9 | 24 | 247 | Glenn | Running back | Boston College | 

|10 | 26 | 277 | Ron | Guard | Oklahoma State |

| 11 | 25 | 304 | Brian | Linebacker | The Citadel |

| 12 | 24 | 331 | Bill | Running back | North Dakota |

Figure 10. Case study on TR. The general MLLMs demonstrate strong performance in converting images to Markdown, primarily because
they are pre-trained on large-scale Markdown datasets. Compared to the tabular MLLMs Table-LLaVA and TabPedia, our approach achieves
a significant performance improvement.



numerical values; multiplication: calculating the product
of numerical values; division: determining the quotient of
numerical value; simple combinations: performing basic
operations involving combinations of addition, subtraction,
multiplication, and division.

Complex calculations involve operations that combine
multiple tasks, including: data retrieval, sorting, filtering,
mathematical operations, and so on. Complex calculations
integrate these tasks to perform more intricate data analysis.

B.4. Free Answering

Free table question answering. This subcategory requires
retrieval and reasoning over multiple sources of information
in table, and the answer should integrate both facts and
inferences into a coherent sentence that answers the question.

B.5. Selection

Multiple choice in the context of MTU involves selecting
the correct answer from a list of given options based on the
data presented in the table.

Table fact verification involves checking the accuracy
and validity of information presented in a table against
known facts or expected results. The main aspects of ta-
ble fact verification include: cross-checking, consistency
check, error detection, logical verification, etc.

B.6. Summary

Table Summary involves providing a concise and coherent
description of the key information presented in a table.

C. Visualization

C.1. Rendered Table Images

We visualize the synthetic table images generated in this
paper. As shown in Fig. 3, our rendered images exhibit di-
verse characteristics, including different font styles, varying
highlighted regions, and a variety of table visual layout, such
as only row separators, only column separators, both row
and column separators, and row segmentation using back-
ground colors, etc. Compared to existing MTU images, our
synthesized images are even more diverse and better match
common table images found in real-world scenarios. Addi-
tionally, our images also include complex hierarchical tables,
as seen in the last row of the figure. These hierarchical ta-
ble images facilitate the model’s learning of complex table
structures, thereby enhancing its capability to understand
tables in complex scenarios. From the visualizations above,
we conclude that, through extensive data augmentation, the
synthesized images closely resemble real-world table im-
ages, thus validating the effectiveness and authenticity of the
synthetic data proposed in this paper.

C.2. Synthesized SynTab Samples

As shown in Fig. 4, we visualize some sample pairs from
SynTab. It can be observed that the questions generated for
each image are not fixed but are randomly selected based
on probability to determine the type of question to generate.
This design prevents the dataset from being dominated by
specific question types, enriches the diversity of samples,
and enhances the generalization and robustness of subse-
quent MLLMs in table understanding tasks. Additionally,
our generated answers include a detailed answer that pro-
vides step-by-step solutions to the questions. Such Q&A
pairs enable the model to learn how to approach table under-
standing tasks incrementally rather than producing a direct
answer, thereby avoiding potential performance degradation
caused by the lack of intermediate reasoning steps.

C.3. Comparison with Other MLLMs

To compare our method with existing MLLMs in table un-
derstanding tasks, we conduct visualized experiments across
multiple benchmark datasets, with the results shown in
Fig. 5-10. The experimental results demonstrate that our
model SynTab-LLaVA achieves significant performance im-
provements across various benchmarks when compared to
Qwen2-VL, GPT-4V, Docowl1.5, InternVL2, as well as tab-
ular MLLMs such as Table-LLaVA and TabPedia. For exam-
ple, in Fig. 5, the input in the left sample requires the model
to retrieve all the “wins” cells corresponding to riders from
Belgium in the table, then sum these “wins” to generate the
answer. It can be observed that, apart from GPT-4V and our
SynTab-LLaVA, the other models make incorrect predictions.
A closer analysis of GPT-4V’s answer shows that while it
predicts the correct result, it misses a rider, Gaston Rahier,
whose “wins” are 0, making its answer unsatisfactory. As
for the FeTaQA, We use red text to highlight the keywords
in the predicted answer sentence that match the ground truth.
As shown in Fig. 5, our method successfully matches the
most keywords, indicating that our model not only generates
concise answers but also produces coherent sentences capa-
ble of handling a variety of MTU tasks. These qualitative
analysis validate the effectiveness of the proposed method
and highlights its potential contribution to the multimodal
community by providing a new MTU dataset to enhance
model performance in multimodal table understanding.


