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1. More Ablation Studies
In this section, we will discuss more fine-gain designs
and comprehensive ablated analysis of our proposed TSP-
Mamba, including the choices of starting position, over-
lapped or non-overlapped window partition, TSP-LSTM
without global 2D-SSM and other local scanning schemes
(i.e., Hilbert, Zigzag and Z-shaped pipelines). Later on,
we will further evaluate the impacts of either ablating TSP-
LSTM or replacing it with window attentions.

[a. Starting pos.:] We compare our default top-left setup
(TSP) with two counterparts starting from the center pixel
(TSP-C1 (1,1) and TSP-C2 (2,2) for a 4×4 patch). TSP-C1,2

yield similar results to our default version (termed as TSP).
[b. Partition:] For efficiency, we use a non-overlapping par-
tition scheme in TSP-LSTM. The overlapping version (O-
TSP) shows only a slight improvement (0.02dB↑) but larger
FLOPs. [c. Multi TSP-LSTM (Multi-TSP-LSTM) without
2D-SSM:] Stacking multiple TSP-LSTM layers may lack
global modeling ability. As can be seen in Tab. below, Multi-
TSP-LSTM gets degraded performance. This experiment un-
derscores the necessity of integrating local TSP-LSTM with
global 2D-SSM. [d. Scanning:] We trained three additional
models replacing TSP with Hilbert, Zigzag, and Z-Shaped
scannings. Results below show TSP (content-adaptive) out-
performs the other three content-invariant scanning methods
with only extra 0.8G FLOPs for building TSP paths. *Mod-
els in bold use the TSP-Mamaba-Tiny structure (431K) but
different scan strategies.

Urban100 ×4 TSP-C1 TSP-C2 O-TSP Multi-TSP-LSTM TSP
PSNR (Param.) 26.60 26.59 26.63 26.24(433K) 26.61
FLOPs (G) 16.2 16.2 18.5 20.7 16.2
Urban100 ×4 Hilbert Scan Zigzag Z-Shaped TSP
PSNR/FLOPs(G) 26.49/15.4 26.41/15.4 26.49/15.4 26.61/16.2

We trained two additional models: (i) M9, which drops
TSP-LSTM, (ii) M10, which replaces TSP-LSTM with 4×4
window attention. The results below show that M8 (default
setting in Tab.3) is 0.48dB/0.12dB higher than M9 and M10.
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Urban100 ×4 M9 (no TSP-LSTM) M10 (Win. Attn.) M8 (TSP-LSTM)
PSNR/SSIM 26.13/0.7881 26.49/0.7976 26.61/0.7992
Param./FLOPs(G) 398K / 12.1 442K / 21.7 431K / 16.2

2. Detailed Results of Classic SISR.
In our main paper, we report the averaged performance
of different classic SISR methods, including SwinIR [4],
SRFormer-L [5], HAT [1], RGT [2], MambaIR-L [3]. Here,
we provide the detailed result on each benchmark.

Class SISR (×2) Set5 Set14 BSD100 Urban100 Manga109
SwinIR 38.42 34.46 32.53 33.81 39.92
SRFormer-L 38.51 34.44 32.57 34.09 40.07
HAT 38.63 34.86 32.62 34.45 40.26
RGT 38.59 34.83 32.62 34.47 40.34
MambaIR-L 38.57 34.67 32.58 34.15 40.28
TSP-Mamba-L 38.78 35.09 32.69 34.70 40.64
Class SISR (×3) Set5 Set14 BSD100 Urban100 Manga109
SwinIR 34.97 30.93 29.46 29.75 35.12
SRFormer-L 35.02 30.94 29.48 30.04 35.26
HAT 35.07 31.08 29.54 30.23 35.53
RGT 35.15 31.13 29.55 30.28 35.55
MambaIR-L 35.08 30.99 29.51 29.93 35.43
TSP-Mamba-L 35.26 31.49 29.58 30.54 35.94
Class SISR (×4) Set5 Set14 BSD100 Urban100 Manga109
SwinIR 32.92 29.09 27.92 27.46 32.03
SRFormer-L 32.93 29.08 27.94 27.68 32.21
HAT 33.04 29.23 28.00 27.97 32.48
RGT 33.12 29.23 28.00 27.98 32.50
MambaIR-L 33.03 29.20 27.98 27.68 32.32
TSP-Mamba-L 33.31 29.57 28.05 28.24 33.00
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