
Supplementary Material
Continual SFT Matches Multimodal RLHF with Negative Supervision

Ke Zhu1,2∗ Yu Wang2* Yanpeng Sun2,3 Qiang Chen2 Jiangjiang Liu2

Gang Zhang2 Jingdong Wang2†

1Nanjing University 2Baidu
3Nanjing University of Science and Technology

zhuk@lamda.nju.edu.cn, {wangyu106,wangjingdong}@baidu.com

A. Theoretical derivation
A.1. Relations between DPO and SFT.
In this section, we want to analyze the relations between
DPO and SFT, from the gradient perspective. We first de-
fine the logit of DPO loss function with and without the
reference model as pdpo and p′dpo, respectively:

pdpo = log
πθ′(yc|x)
πref(yc|x)

− log
πθ′(yr|x)
πref(yr|x)

(16)

p′dpo = log πθ′(yc|x)− log πθ′(yr|x) (17)

= −(Lsft(yc)− Lsft(yr)) (18)

Then the standard DPO loss function changes to:

Ld = − log σ(βpdpo) . (19)

If we take the partial derivation of the DPO loss function
to the LLM parameter θ′, we will obtain DPO gradient as:

∂Ld

∂θ′
= − 1

βpdpo

∂(βpdpo)

∂θ′
(20)

= − 1

pdpo

∂pdpo

∂θ′
(21)

= − 1

pdpo

∂p′dpo

∂θ′
(22)

=
1

pdpo

[
∂Lsft(yc)

∂θ′
− ∂Lsft(yr)

∂θ′

]
. (23)

Note that during derivation, ∂pdpo

∂θ′ =
∂p′

dpo

∂θ′ since the refer-
nce model do not receive gradient. In the samewhile, the
gradient of common SFT loss to the LLM parameter θ is
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represented as (we denote the parameter of SFT during con-
tinual learning as θ′):

∂Lsft(y)

∂θ
. (24)

That is, the DPO gradient is just a linear combination
of two SFT gradient (positive response yc and negative re-
sponse yr), respectively, with just a dynamic scaling factor
1

p′
dpo

. This makes their optimization process similar, and can
explain the inferior performance brought by the lack of neg-
ative supervision in SFT loss.

A.2. Gradient analysis
In this subsection, we analyze the gradient direction of DPO
loss function towards the chosen response and reject re-
sponses, respectively. From Sec. 3, we know that:

t1 =
πθ′(yc|x)
πref(yc|x)

, t2 =
πθ′(yr|x)
πref(yr|x)

, (25)∣∣∣∣ ∂L∂t1 / ∂L∂t2
∣∣∣∣ = t2/t1 . (26)

During the optimization process, t1 tends to increase and
t2 tends to decrease (in order to optimize the final DPO
loss), which make the division factor t2/t1 less than 1 [1].
As a result, the gradient will be biased towards t2, the neg-
ative supervision in DPO loss function.

Here we want to clarify that this conclusion also trivially
holds in our derivation where the reference term is omitted
(e.g., the DPO loss function changes to L′

d). In such cases,
we can simply let:

t′1 = πθ′(yc|x), t′2 = πθ′(yr|x) , (27)

and derive the same conclusion where the loss function L′
d

will be biased towards optimizing t′2. This will exactly
match the basic form of our derivation in Sec. A.1 (how
DPO loss is related to SFT loss without a reference term).
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B. Experiment details
B.1. How to construct nSFT?
We now describe the constructed nSFT data in detail.
Note that in OCRVQA, the newly constructed conversa-
tion length is 2 (manually constructed). In TextCaps and
LLaVA-150k, the new constructed conversation length is 5
(GPT-4 is adopted).

OCRVQA. These dataset are set of book title pages
(usually be viewed as object-centric images). As described
in our experiment sections. We construct doubled Q-A
(question-answer) pairs for each mistake that the model
made, and appended these constructed pairs into the tail
of the original GT conversation. During our implementa-
tion, we found that without the original GT conversation
(only the negative constructed pairs are used for training),
the training process can be unstable and the performance is
unsatisfactory. However, this phenomenon does not apply
to TextCaps and LLaVA-150k dataset, where the role of GT
information is not necessary, as shown in Table 6 in main
paper. We conjecture that the constructed conversation in
OCRVQA contains few information, as it derives from the
wrong answers that only contain one or few tokens that can-
not fully describe the whole images.

TextCaps & LLaVA-150k. In these two dataset, we
adopted GPT-4 to identify the error content in the rejected
responses: the model’s original answer without temperature
sampling. The GT annotations are adopted as reference in-
formation of the image the guide the identification process.
During experiment, we constructed 5 conversations per im-
age, as we found more conversations will increase the over-
lapping probability with previous constructed data.

B.2. Experimental settings
Here we will primarily focus on two evaluation metrics.

CHAIR. This benchmark refers to the evaluation metrics
adopted in [6]. It contains two core metrics:

CHAIRi =
|{hallucinated objects}|
|{all mentioned objects}|

(28)

CHAIRs =
|{sentence with hallucinated objects}|

|{all sentence}|
(29)

In experiment, we randomly sample 1,000 COCO valida-
tion images, and pair each image with 5 questions of pro-
ducing detailed captions utilized in LLaVA [3]. We then use
the tools adopted in CHAIR evaluation process to match
the object token in MS-COCO [2] and calculate the final
results. Finally, we simply average the score obtained by
CHAIRi and CHAIRs:

CHAIR = (CHAIRi + CHAIRs)/2 (30)

ChatGPT For In-Domain Evaluation

# Prompt start
You are an AI visual assistant that analyzes a single image based on its ground-
truth DETAILED IMAGE CAPTION.
You are also provided with a DESCRIPTION generated by a caption model.

# Task specific prompt
Evaluate the accuracy of the provided answer in relation to the image description 
and the question asked. Please address the following evaluation criteria 
specifically and provide a score for each criterion on a scale from 0 (poor) to 10 
(excellent):

Instruction Following (0-10): 
Assess whether the answer directly addresses the question asked and relates 
appropriately to the image description.

Detail Accuracy (0-10): 
Check whether the details mentioned in the answer correctly reflect those 
described in the image, considering both visual elements and any text mentioned.

# Final Output
Your OUTPUT should be:
Instruction Following score: [score from 1-10, DO NOT ADD EXPLANATION]
Detail Accuracy score: [score from 1-10, DO NOT ADD EXPLANATION]

Your Task:
[task-specific output format]

Figure 7. Visualizations of prompt to evaluate in-domain results

GPT version
Alignment methods

baseline GT-DPO SeVa nSFT

ChatGPT3.5 2.80 2.83 2.90 3.01
GPT-4 2.04 2.05 2.12 2.20

Table 8. The evaluation consistency introduced by GPT-3.5/4.0

MMHal. MMhal evaluation is proposed by [7], which
aims to evaluate the hallucination ratios from range 0 to 6.
Due to the quota limit in the company and heavy evalua-
tion in our experiment, we adopted ChatGPT-3.5 (instead
of GPT-4) to evaluate the generated responses. As a result,
the number evaluated by ChatGPT-3.5 in Table 1 (in the
main paper) and and Table 8 (in the appendix) is slightly
higher than the results in GPT-4. To verify whether the ver-
sion changes will influence the final comparison, we con-
duct a short experiment, by involving GPT’s both version.
As shown in Table 8, the evaluation score by GPT-3.5/4.0 is
different (e.g., the GPT-3.5’s is generally higher). However,
we have observed a same growing trend with regard to the 4
methods, showing that a replacement of 3.5 version is valid.

In-domain evaluation. Here we explain our in-domain
evaluation results in detail, which was done in Table 3 in our
main paper. The motivation of this experiment is to ablate
the affect of multimodal RLHF as well as our SFT method.

Since common multimodal evaluation benchmarks [4, 9]
usually possess a large domain shift between training and
evaluation dataset, which can induce potential noise that the



core conclusion might not be emerged. For example, the
LLaVA-1.5 continually trained on OCRVQA could prob-
ably behave well on books title page recognition, but not
specialized for benchmarks that relies on image reasoning
(e.g., MMVet). In this paper, we first train LLaVA-1.5-7B
on 5k subset of OCRVQA, TextCaps and LLaVA-150k, re-
spectively. Then we evaluate each model on its own data
source using 500 instances in a held-out manner. The evalu-
ation metrics was the instruction following ability (whether
the answers clearly resolves the questions asked) and de-
tailed accuracy (whether the answer clearly reflect the con-
tent in the image). As shown in Table 3 of our main pa-
per, all methods jointly improve the LLaVA-1.5-7B results,
showing that this in-domain dataset design is indeed valid.
Interestingly, we found that the worst accuracy score is rel-
atively higher in RLHF paradigm (e.g., GT-DPO and SeVa
obtains the best score in ACCw

10), while the metric ACCb
10

lean towards our nSFT approach. We conjecture this can be
attributed to different training paradigm.

In SFT, although we integrate the negative supervision
into the final nSFT loss, the overall optimization objective
can be positive. However, during DPO optimization pro-
cess, the negative response is deeply integrated into DPO’s
‘logit’. As a result, nSFT implicitly avoid making un-
preferred answers, while DPO behave in an explicit way.

B.3. More data scale comparison

Please refer to Table 9 for a whole demonstration. Here
we list the results by applying GT-DPO, SeVa [10],
SIMA [8], Cont. SFT and nSFT to 3 different databases:
OCRVQA [5], TextCaps and LLaVA-150k. The dataset
scale was chosen at 5k and 10k for each specific data source.
Although more data scale might further improve the VLM’s
comprehension ability, we found that this effect becomes
weaker when the data scale are beyond 15k-20k. We guess
this is due to the data diversity issue. That is, the data for
alignment has partially been seen in LLaVA-1.5 SFT stage,
which calls for more diverse pretraining or SFT databases.
A similar phenomenon can be observed in previous prefer-
ence alignment articles, where they mostly adopt less than
20k datasource during preference alignment.

To study how data scale affect alignment is interesting.
However, this is beyond the scope of this paper, and we will
leave this as future work.

C. Visualizations

C.1. Prompt of in-domain evaluation

We provide the prompt to evaluate the in-domain results in
Fig. 7. This prompt is sent to GPT-4 to evaluate both the
instruction following score, as well as the detailed accuracy
score, and the results are shown in Table 3 in main paper.

C.2. Prompt of nSFT
Please refer to Fig. 9 for the total prompt to construct the
negative supervision. This prompt also contains the element
of our vision error codebook, which are highlighted with
bold phase. Fig. 9 is best viewed in color.

C.3. Wordcloud visualization
Please refer to Fig. 8a-8b for the word visualization of our
nSFT without and with our vision error codebook. The con-
versation data are sourced from a 5k subset of LLaVA-150k.
As shown in Fig. 8, when the conversation is not guided by
the numerated vision error, it will mostly hinges on non-
object phrase, such as ‘might’, ‘provide’, ‘ensure’. When
we force LLM to focus on specific object type, more object
related word emerged, such as ‘truck’, ‘cup’, ‘bottle’ and
‘chair’. This has emphasized the importance of the vision
error codebook.

C.4. OCRVQA, TextCaps and LLaVA
Please refer to Fig. 10 to see alignment dataset. Note
that the OCRVQA dataset has the shortest response token
length, where the responses contains only single word or
phrase. The annotations of TextCaps is longer, similar to the
length of MS-COCO [2] captions. The captions of LLaVA-
150k is much longer, which is constructed by GPT-4 with
the original annotations in MS-COCO.

C.5. Negative supervision of nSFT
Please refer to Fig. 11 for more examples of nSFT. As
shown in these figure, models are usually tend to make
wrong existence of object (also called image hallucina-
tions). Our nSFT re-inforce these false information by ask-
ing the model about the image content. In practical, we
balance the ‘Yes’ and ‘No’ ratio in the conversation by ran-
domly erase some ‘No’ answers in the constructed conver-
sations. Empirically this could lead to a more robust result.



(a) w/o vision error codebook (b) w/ vision error codebook

Figure 8. Visualization of the constructed conversation w/o and w/ our vision error codebook, derived from a 5k subset of LLaVA-150k.



ChatGPT For Negative Construction

# Prompt start
You are an AI visual assistant that analyzes a single image based on its ground-truth DETAILED IMAGE CAPTION.
You are also provided with a DESCRIPTION generated by a caption model.

# Task specific prompt
Task: Comparing the generated DESCRIPTION and the ground-truth DETAILED IMAGE CAPTION, indentify if there are
hallucinations in the generated DESCRIPTION. If hallucinations exists, then Design one conversation between you (as “GPT”) and a
person (as “User”) who asks about the image. Each conversation must include five question-answer pairs. The questions and answers
should be logically connected. The aim of the conversation should mostly focus on hallucinations correction.

# The Vision-Error Codebook  ----Instance Level
Consider the following hallucinations when inspecting the generated sentences:
First, in the instance level:
1. Object Identity: whether if the object class or category is correctly classified
2. Object attribute: whether if the object shape, color or counting is correctly classified
3. Object actions: whether if the that action the object is doing is correct 

# The Vision-Error Codebook  ----Image Level
Second, in the image level
1. Object locations: whether if the object is correctly located in the image as described
2. Relative positions between objects: whether the position location between two described object is correct
3. Background knowledge of objects: whether the background knowledge or surroundings are correct
4. Events in the image: identify if the whole image’s atmosphere or fully description of the scene is correct
5. Event planning based on objects: identify whether the prediction of the objects movement is correct.
6. Reasoning: identify whether the image-level reasoning is mostly consistent with the GT description.

# More general guidelines for generating topics:
Conversation Guidelines:
1. For each topic, Ask a variety of questions and provide corresponding answers.
2. Only include questions that have definite answers.
3. Answer as if you are directly looking at the image.
4. Responses should be concise, within 20 tokens.
5. Do not mention that the information comes from a description.
6. Do not aways ask question that starts with "Is" or "Are".

If there are no hallucinations, just end this chat.

# Final output:
OUTPUT Format (If hallucinations exists):
Hallucinations:
[hallucination-specific output format]

Constructed Topic1: [Your chosen topic]
[topic-specific output format]

Figure 9. The prompt template used for error identification and conversation reconstruction.



Align. Data Method Align. tax Comprehension Hallucinations
SQA GQA VQAT total MMVet MME MMB total POPE CHAIR∗ MMHal total

OCRVQA-5k

baseline 66.8 62.0 58.0 (+0.0) 30.5 1510 64.3 (+0.0) 85.9 32.0 2.80 (+0.0)
GT-DPO 67.6 61.5 58.2 (+0.5) 32.3 1339 63.9 (+1.3) 84.4 32.0 2.91 (+0.3)
SeVa 67.8 61.9 57.9 (+0.8) 32.2 1511 64.6 (+2.0) 86.5 28.5 2.92 (+6.1)
SIMA 67.7 61.8 58.2 (+0.9) 32.8 1460 64.5 (+2.5) 85.8 30.5 2.90 (+3.1)
Cont. SFT 67.7 61.8 57.3 (+0.0) 30.8 1453 63.9 (-0.1) 86.1 32.0 2.83 (+0.7)
nSFT 68.0 62.0 58.1 (+1.3) 32.6 1512 64.8 (+2.6) 86.7 28.2 2.93 (+6.8)

OCRVQA-10k

baseline 66.8 62.0 58.0 (+0.0) 30.5 1510 64.3 (+0.0) 85.9 32.0 2.80 (+0.0)
GT-DPO 67.8 61.4 57.7 (+0.1) 32.5 1412 63.9 (+1.6) 84.3 31.5 2.90 (+0.6)
SeVa 67.6 62.0 57.5 (+0.3) 32.5 1502 64.9 (+2.6) 86.6 27.3 3.00 (+8.7)
SIMA 68.0 61.9 58.2 (+1.3) 32.5 1486 64.8 (+2.5) 86.2 29.4 2.93 (+5.1)
Cont. SFT 67.9 61.7 56.9 (-0.3) 33.3 1490 64.5 (+3.0) 87.0 34.0 2.76 (-1.6)
nSFT 68.1 62.0 58.1 (+1.4) 34.0 1515 64.9 (+4.1) 87.1 26.5 2.93 (+8.9)

TextCaps-5K

baseline 66.8 62.0 58.0 (+0.0) 30.5 1510 64.3 (+0.0) 85.9 32.0 2.80 (+0.0)
GT-DPO 67.7 61.9 57.8 (+0.6) 33.0 1503 64.0 (+2.2) 86.3 29.6 2.83 (+3.3)
SeVa 67.7 61.8 57.8 (+0.5) 32.8 1498 65.0 (+3.0) 86.0 27.8 2.90 (+6.0)
SIMA 68.0 62.0 58.1 (+1.3) 32.8 1477 65.0 (+3.0) 85.9 29.3 2.90 (+4.4)
Cont. SFT 67.3 61.5 56.6 (-1.4) 32.5 1518 63.6 (+1.3) 86.3 31.5 2.91 (+2.7)
nSFT 68.1 62.0 58.1 (+1.4) 33.0 1515 64.8 (+3.0) 86.8 27.5 2.91 (+7.2)

TextCaps-10K

baseline 66.8 62.0 58.0 (+0.0) 30.5 1510 64.3 (+0.0) 85.9 32.0 2.80 (+0.0)
GT-DPO 68.0 61.7 57.5 (+0.4) 34.2 1500 64.2 (+3.6) 86.5 29.2 2.83 (+3.9)
SeVa 68.1 61.7 57.8 (+0.8) 34.6 1480 65.0 (+4.8) 86.3 26.3 2.90 (+7.8)
SIMA 68.0 62.1 58.0 (+1.3) 32.2 1473 64.9 (+2.3) 85.9 27.6 2.87 (+5.6)
Cont. SFT 66.9 61.3 56.6 (-2.0) 31.0 1520 64.4 (+0.6) 86.3 30.5 2.83 (+2.4)
nSFT 68.4 62.3 58.2 (+2.1) 33.7 1521 65.3 (+4.2) 87.2 26.2 2.97 (+9.9)

LLaVAData-5k

baseline 66.8 62.0 58.0 (+0.0) 30.5 1510 64.3 (+0.0) 85.9 32.0 2.80 (+0.0)
GT-DPO 67.9 61.9 58.0 (+1.0) 32.6 1512 64.1 (+1.9) 86.1 28.5 2.94 (+6.0)
SeVa 67.6 61.7 58.2 (+0.7) 32.6 1505 64.7 (+2.5) 86.0 28.3 2.93 (+6.0)
SIMA 67.9 62.1 58.2 (+1.4) 32.1 1505 64.5 (+1.8) 86.3 28.1 2.95 (+6.8)
Cont. SFT 67.5 61.0 56.7 (-1.6) 31.0 1475 63.5 (-0.3) 85.6 29.5 2.82 (+2.5)
nSFT 68.2 61.9 58.2 (+1.5) 33.0 1533 65.0 (+3.2) 86.5 27.2 2.99 (+8.6)

LLaVAData-10k

baseline 66.8 62.0 58.0 (+0.0) 30.5 1510 64.3 (+0.0) 85.9 32.0 2.80 (+0.0)
GT-DPO 68.1 61.6 57.6 (+0.5) 33.9 1497 63.9 (+3.0) 85.9 30.7 2.80 (+1.3)
SeVa 67.5 61.4 58.0 (+0.1) 32.5 1490 64.7 (+2.4) 85.6 28.2 2.94 (+5.8)
SIMA 67.9 62.2 58.2 (+1.5) 32.1 1511 64.9 (+2.2) 86.9 26.2 2.97 (+9.6)
Cont. SFT 67.1 60.9 57.0 (-1.8) 31.2 1480 64.0 (+0.4) 86.3 29.1 2.91 (+5.1)
nSFT 68.4 62.3 58.4 (+2.3) 34.2 1550 65.2 (+4.6) 87.4 25.4 3.02 (+11.8)

Table 9. Nine benchmark results by applying 5 continual learning methods. We list the outcomes using alignment data of 5k and 10k. In
our main paper, we already conduct such an experiment (cf . experimental settings in main paper) with data scale of 5k and 10k for each
datasource (OCRVQA, TextCaps and LLaVA-150k). However, due the constraints of format and space, we only show 10k results in Table
1 in our main paper, and provide all these results here to help the readers get a better understanding.



Q: What is the title of this book?

A: Minecraft: Redstone Handbook

Q: Provide a one-sentence 
caption for the provided image.

A: A red stop sign on an open 
road with trees in the background.

Q: What are the key elements in this picture?

A: At a skate park, there is a lively scene with 
a group of young boys having fun riding 
scooters. Some of them are attempting 
tricks on a ramp, while another kid is trying a 
trick on a rail. There are eight children in total, 
scattered around the skate park, displaying 
their skills and enjoying the excitement of 
scooter riding.\n\nIn addition to the children, 
there is a truck parked in the background, 
and a skateboard located on the ground, 
possibly belonging to one of the boys or 
waiting to be used in the action-packed 
environment.

Q: Is this book related to 
Children's Books?

A: No

Q: Provide a one-sentence 
caption for the provided image.

A: A bottle of Knob Creek whiskey 
sits with many other bottles at a bar.

OCRVQA TextCaps LLaVA-150k

Figure 10. Visualization of groundtruth (GT) captions in OCRVQA, TextCaps and LLaVA-150k dataset. The GT length from left to right
has seen a steady growth. For clarity, we omit the suffix of TextCaps question (e.g., ‘Reference OCR token’).

To guess the purpose of this group photo, one can 
observe that it consists of several people standing in front 
of a wall. Each person is positioned in front of a different 
picture, which is either a large photograph or a collage of 
smaller photos. These pictures may represent various 
themes, such as family, friends, or colleagues. Given the 
diversity of the individuals and the presence of the 
photographs or collage, it is likely that this group photo 
captures a gathering, event, or celebration where people 
have come together to share memories, show support, or 
appreciate their connections. The photo could be used to 
commemorate a special occasion, reunion, or milestone, 
and the presence of the yacht in the photo might hint at a 
more luxurious or significant event.

User: What is the actual background in this photo?
GPT: The background is a tennis court with a net.

User: Are there any pictures or collages on the wall?
GPT: No, there are no pictures or collages on a wall.

User: What are the people in the photo holding?
GPT: They are holding tennis racquets.

User: Is there a yacht in this photo?
GPT: No, there is no yacht in the photo.

User: What is the likely purpose of this group photo?
GPT: It seems to capture camaraderie among tennis 
players or teammates.

How can one guess the 
purpose of this group photo?

The image depicts a large group of people gathered 
together, forming a crowd in a small, confined, and busy 
space. The crowd in the presented image is composed of a 
very diverse mix of people, with individuals located in 
various positions within the image. Some people are 
standing closer to the edges of the image frame, while two 
people are more centrally located, trying to walk across the 
road, The whole image creating a busy and lively 
atmosphere. (missing information about other vehicles in 
the image, like cars and truck, etc)

User: How many people are in the image?
GPT: There are three people visible in the center, two in 
the left edge of the figure

User: Is these three people trying to walk across the street?
GPT: No, they are standing, perhaps talking about traffic.

User: What about the atmosphere? Is it busy and lively?
GPT: The atmosphere appears to be ordinary, not very 
busy or lively.

User: Are there any other notable details in the image?
GPT: Yes, there are several vehicles, traffic lights, and a cell 
phone visible.Describe the following image.

In the image, the ostrich and the giraffes are seen in a 
shared environment, likely at a zoo. The presence of 
multiple trees and a wooden fence provides a natural 
setting for the animals. The unique interaction between 
the ostrich and the giraffes in this setting is attributed to 
the fact that ostriches and giraffes are not typically found 
together in their natural habitat. Giraffes are typically 
native to the savannahs of Africa, while ostriches are 
native to the African grasslands and savannahs, but not 
necessarily in the same locations. Additionally, ostriches 
and giraffes are different species with distinct behaviors, 
which could result in different social interactions between 
the two animals.

User: Are the ostrich and giraffes in this image located at a zoo?
GPT: No, the image shows them in their natural habitat, not a zoo.

User: Do ostriches and giraffes typically coexist in the same 
natural environment?
GPT: Yes, both species are native to Africa and may coexist in 
savannahs, forests, or grasslands.

User: Are there any indications in the image that suggest they are 
in a captivity or enclosed space?
GPT: No, the presence of large trees and open grasslands indicates 
a natural, non-captive environment.

User: So, the interaction between the ostrich and giraffes is not 
rare or unusual?
GPT: Correct, their interaction is a result of their shared habitat and 
coexistence in the same natural environment.

What factors contribute to the 
unique interaction between the 
ostrich and the giraffes in the image?

Figure 11. Random sampled cases of our negative constructed supervision. The middle part are the model’s original responses to the
question, and the right part shows the reconstructed conversations (our nSFT sample). Error content are red color coded.
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