
Rethinking Query-based Transformer for Continual Image Segmentation

Supplementary Material

In this supplementary material, we provide additional in-

formation regarding:

• Overall Workflow of our SimCIS with Pseudocode (In

Sec. 1).

• More Dataset and Implementation Details (In Sec. 2).

• Comprehensive Experiments of Random Class Rrder (In

Sec. 3).

• More Ablation Studies on the Stop-Gradient Strategy. (In

Sec. 4).

• More Visualization Results of the Continual Semantic

Segmentation task (In Sec. 6).

• More Visualization Results of Objectness Information (In

Sec. 7).

• Discussion, Limitation and Future Work (In Sec. 9).

1. Pseudocode for our SimCIS
In this section, we present the overall workflow of our

method in the pseudo-code Algo. 1. At the beginning, we

define some modules, functions, and variables. For the cur-

rent stage t and the previous stage t − 1, we define the

backbone modules f t
backbone and f t−1

backbone, the pixel decoder

modules f t
pixel and f t−1

pixel , the prototypes Pt and Pt−1 re-

spectively. For clarity and readability of the pseudocode,

some formulas introduced in the main text are encapsulated

as functions. These include the select feature points func-

tion Φ (Eq. 4), the consistent selection loss function lcsl

(Eq. 6), the calculate sample weights function g (Eq. 9), the

virtual query bank Bvq update function U (Eq. 8), and the

decoder layer with skip attention Θ(Eq. 11). We also define

the input image for the current stage as xt, the Virtual Query

Bank Bvq , and the total training iteration M . Specifically,

our lazy Query Pre-alignment strategy is described in the

line-4 and line-8-9, our Consistent Selection Loss strategy

is described in the line-5-7, and our Virtual Query strategy

is described in line-11-12, line-10-16. All model and code

will be made publicly available.

2. More Dataset and Implementation Details
Dataset Information. Following previous works [3, 8, 12],

we use ADE20k [18] to train and evaluate our model for

both continual panoptic segmentation and continual se-

mantic segmentation tasks. The ADE20K dataset con-

tains 20, 210 training images and 2, 000 validation images,

with each image averaging 19.5 instances and 10.5 classes.

Compared with other datasets, such as VOC [7], which con-

tains an average of 2.3 instances and 1.4 classes per image.

ADE20K is a particularly challenging dataset that high-

lights our robustness during continual training stages.

Algorithm 1 Pseudocode for SimCIS

Input: Backbone fbackbone, pixel decoder fpixel and proto-

type P at stage t and t− 1;

Select feature points function Φ (Eq. 4);

Consistent selection loss function lcsl(Eq. 6);

Calculate sample weights function g (Eq. 9);

Bvq update function U (Eq. 8);

Decoder layer with skip attention Θ (Eq. 11);

Image of current stage xt;

Virtual Query Bank Bvq;

Training iteration M .

Output: Mt: model of current stage.

1: σ ← Collect pseudo-distribution statistics

2: ω ← g(σ)
3: for i ← 1, . . . ,M do
4: F t ← fpixel(fencoder(x

t))
5: F t−1 ← f t−1

pixel(f
t−1
encoder(x

t))

6: It−1 ← Φ(F t−1,Pt−1)
7: Lcsl ← lcls(F

t, F t−1, It−1,Pt−1) � Sec. 4.2 end.

8: It ← Φ(F t, P t)
9: QN ← Object query on F t by It. � Sec. 4.1 end.

10: Qj ← Sample j virtual query from Bvq using ω.

11: QN+j ← {QN , Qj}
12: for l ← 1, . . . , L do
13: QN+j ← Θ(QN+j)
14: end for
15: ZN ← Get QN ’s prediction results.

16: Bvq ← U(ZN , QN , y) � Sec. 4.3 end.

17: Calculate Lclass using QN+j .

18: Calculate Lmask using QN .

19: Ltotal ← Lclass + Lmask + Lcsl

20: Update parameters via backpropagation.

21: end for

Implementation Details. To ensure a fair comparison, we

strictly follow previous works [2, 3, 12, 15]. In the initial

training step, the learning rate is set up to 1e-4, and during

the incremental learning phase, it is reduced to 5e-5. The

total training iteration is set to 160, 000 in the first step and

1, 000 iterations for each class in incremental steps. We uti-

lize a multi-step strategy to dynamically adjust our learning

rate for optimizing our model, with a decay factor set to 0.1.

Following [2], there are two different experimental proto-

cols: disjoint and overlap. In the disjoint setting, each task

has its own exclusive image data, while the overlap setting

allows different images to appear across tasks. We choose

the more challenging overlap setting as our experimental



Random ID
Our SimCIS ECLIPSE

1-100 101-150 all 1-100 101-150 all

1 41.2 28.9 37.1 33.4 20.4 29.1

2 42.2 30.2 38.2 32.1 23.0 29.1

3 41.1 29.8 37.3 32.2 23.3 29.3

4 42.2 29.6 38.0 30.4 18.0 26.3

5 41.2 30.5 37.6 32.2 22.8 29.1

6 41.7 27.5 37.0 28.5 24.3 27.1

7 41.9 28.8 37.6 34.3 18.8 29.2

8 40.0 29.9 36.6 30.4 22.7 27.9

9 42.0 28.7 37.6 32.7 22.2 29.2

10† 39.1 33.8 37.4 11.3 0.0 7.6

Origin 42.2 30.1 38.1 41.4 18.8 33.9

Table 1. Continual Panoptic Segmentation with 10 random order on the ADE20K 100-5 continual panoptic segmentation scenario. †

means descending order. Origin means original ascending order.

protocol. Except for setting consistent select loss weight to

2.0, we follow Mask2former [6] to set other loss weights.

3. Continual Learning with Random Order
Experiment Details. As shown in Tab. 1, we conduct ex-

tensive experiments on our model and ECLIPSE [12] under

the ten random orders (detailed orders shown in Tab. 4),

where nine of them were completely randomly generated

using the random module in Numpy without any manual

selection. As ADE20k’s classes are ranked by their total

pixel ratios in the entire dataset, we deliberately set the last

order to descending to evaluate the model’s dependency on

base categories. Specifically, the descending order forces

the model first to learn rare categories, enabling us to assess

its continual learning ability under such challenging condi-

tions.

Comparison with ECLIPSE. The results are shown in

Tab. 1. Our model achieves SOTAs across all 10 ran-

dom orders. Overall, our model achieves an increase of

41.9% across all classes compared to ECLIPSE. Specif-

ically, the average performance of old classes improves

by +11.5% PQ, and new classes see an average improve-

ment of +10.2% PQ. In the final experiment, where we

set the categories in descending order, the performance of

ECLIPSE is relatively dropped by 73.9%. This demon-

strates that ECLIPSE’s approach, which freezes other pa-

rameters and employs the VPT [11] strategy for model up-

dates, strongly depends on the base class during continual

learning. In contrast, our model remains stable even under

this highly challenging setup.

4. More Ablation Study for Stop Gradient
As we mention in the main text, we apply stop gradient on

selected object query QN after the QPA strategy, to ensure

that the information in feature map F is not disrupted during

training, keeping the objectness information stable across

different stages. As shown in the Tab. 2. After using the

stop gradient strategy, we achieve an increase of +2.1% PQ

across all classes. All the experiments in the main text use

this strategy unless otherwise specified.

Psd QPA CSL VQ SG
Panoptic 100-5 (11 tasks)

1-100 101-150 all

� � � � 39.5 20.7 33.3

� � � � � 42.1 21.9 35.4

Table 2. Ablation Study on Stop Gradient. Psd: pseudo label,

QPA: lazy query pre-alignment, CSL: consistent selection loss,

and SG: stop gradient.

5. Performance on COCO Ponaptic

To demonstrate the robustness of our approach across di-

verse datasets, we present its performance on the COCO

panoptic segmentation dataset. As illustrated in Tabel 3,

our method demonstrates strong adaptability across di-

verse datasets. Baseline means Mask2Former [6] with only

pseudo label strategy [3].

Method
Panoptic 83-5 (11 tasks)

1-83 84-133 all

Baseline 34.3 20.9 29.3

Our SimCIS 39.5 23.7 33.6

Table 3. Continual Panoptic Segmentation. Results on

COCO [14] panoptic segmentation dataset where the total num-

ber of classes is 133 in PQ under the overlap setting.



6. More Visualization Results for CSS
As shown in Fig. 1, we additionally compare our SimCIS

with BalConpas [5] in the 100-5 continual semantic seg-

mentation task. In the first, second, and fourth row from

Fig. 1, BalConpas encounters misclassification of the TV

and lamps. In the fourth image, Balconpas fails to predict

the building’s accurate mask. While benefiting from the

proper utilization of semantic priors in pixel feature and VQ

strategy’s ability to preserve class information, our SimCIS

performs well in these cases.

7. Built-in Objectness Maintenance
Detailed clustering implementation. In the multi-scale

feature generated by the pixel decoder, we choose the fea-

ture with the highest resolution for clustering. To evalu-

ate the quality of objectness information contained in the

features, we applied the K-means [9] algorithm for cluster-

ing. Regarding the hyperparameter settings, for the images

shown in Fig. 2, we set the number of clustering centers

from top to bottom as [15, 10, 15, 15, 15, 15, 15].
SimCIS provides stable built-in objectness. Although

pixel features can generally provide semantic priors across

various methods, our observations indicate that they are still

influenced by the continual learning process. In this section,

we visually demonstrate that our SimCIS has the ability to

maintain object information. As shown in Fig. 2, in the first

image, the clustering results of Balconpas around the jeep

exhibit significantly more noise. In the last image, Balcon-

pas fails to capture the entire helicopter, while our feature

successfully preserves the complete object information.

8. The Order of Attention Layers
In Mask2Former [6], the authors employ a cross then self-

attention mechanism, as they argue that query features to the

first self-attention layer are image-independent and do not

have signals from the image, thus applying self-attention is

unlikely to enrich information. However, in our proposed

Lazy Query Pre-alignment strategy, the query features have

rich information. Therefore, we revert to the conventional

sequence of cross then self-attention. This modification,

however, does not exhibit any significant impact on the ex-

perimental outcomes.

9. Discussion, Limitation and Future Work
Discussion of the choice of meta-architecture for image
segmentation. To ensure a fair comparison, we adopt the

same Mask2Former [6] as our meta-architecture for im-

age segmentation. However, recent years have witnessed

rapid advancements in transformer-based universal image

segmentor [10, 13], which achieves a much stronger per-

formance on the segmentation benchmark. We leave the

investigation of other meta-architectures as future work.

Discussion of other common techniques/tricks in CIS.
To maintain the simplicity and elegance of our SimCIS, we

have discarded certain continual learning techniques/tricks

commonly used in previous methods, such as model weight

fusion across stages [16], specific initialization methods [1,

4, 17] for the classifier head, and freezing model param-

eters [8, 12]. Whether these techniques/tricks can further

improve SimCIS’s performance remains an open question

for future work.



ID Category Order

1 [71, 135, 3, 60, 74, 1, 10, 40, 118, 91, 52, 50, 59, 146, 33, 42, 66, 148, 41, 78, 46, 14, 26, 57, 73, 96, 89, 55, 149, 84, 13, 2, 77,
54, 32, 138, 64, 81, 129, 104, 93, 86, 62, 130, 21, 125, 128, 136, 12, 65, 79, 43, 4, 134, 68, 145, 99, 15, 58, 29, 111, 51, 56, 11,
117, 102, 140, 105, 116, 131, 18, 120, 22, 19, 85, 28, 0, 123, 38, 95, 115, 17, 70, 61, 20, 112, 109, 67, 98, 133, 30, 76, 49, 8,
101, 47, 25, 48, 147, 132, 100, 44, 69, 6, 53, 126, 7, 75, 90, 83, 107, 106, 9, 113, 37, 122, 121, 143, 103, 137, 80, 144, 94, 142,
110, 63, 124, 87, 35, 24, 88, 39, 139, 27, 92, 23, 114, 119, 141, 108, 5, 45, 72, 31, 36, 127, 82, 16, 97, 34]

2 [11, 114, 103, 122, 48, 41, 85, 92, 113, 64, 3, 80, 110, 10, 112, 30, 96, 101, 102, 9, 7, 21, 17, 37, 93, 77, 73, 94, 59, 135, 2, 123,
98, 130, 49, 129, 25, 66, 50, 145, 76, 147, 83, 90, 63, 111, 27, 126, 1, 65, 75, 119, 12, 78, 5, 143, 15, 29, 71, 22, 89, 115, 84, 16,
120, 139, 38, 68, 146, 116, 35, 124, 97, 23, 39, 117, 13, 18, 108, 138, 33, 134, 141, 62, 105, 142, 40, 26, 8, 46, 144, 95, 131, 99,
104, 19, 60, 132, 6, 42, 4, 140, 128, 55, 32, 70, 118, 100, 125, 127, 87, 52, 45, 31, 81, 88, 44, 24, 20, 56, 82, 61, 28, 34, 148, 14,
53, 121, 47, 133, 57, 137, 67, 136, 106, 36, 58, 109, 107, 72, 91, 86, 43, 74, 69, 0, 149, 51, 79, 54]

3 [74, 149, 75, 46, 113, 67, 118, 89, 130, 7, 119, 33, 77, 39, 96, 81, 112, 37, 124, 1, 34, 105, 35, 80, 135, 13, 143, 53, 9, 101, 22,
57, 139, 138, 12, 123, 48, 63, 60, 69, 117, 71, 4, 65, 127, 84, 97, 59, 70, 91, 128, 142, 41, 99, 136, 32, 108, 120, 42, 145, 148,
104, 87, 132, 52, 5, 85, 61, 10, 121, 49, 44, 17, 115, 93, 134, 68, 3, 110, 36, 133, 102, 0, 16, 55, 90, 83, 54, 62, 94, 126, 6, 19,
18, 26, 51, 114, 31, 43, 45, 76, 131, 25, 66, 92, 29, 50, 40, 100, 58, 109, 20, 30, 98, 86, 14, 28, 107, 122, 11, 111, 64, 21, 72,
103, 137, 23, 88, 125, 140, 47, 146, 27, 116, 141, 78, 79, 24, 95, 2, 144, 38, 82, 56, 106, 129, 147, 73, 8, 15]

4 [60, 110, 89, 119, 147, 123, 116, 35, 22, 1, 36, 99, 58, 17, 43, 11, 109, 130, 113, 138, 65, 94, 74, 8, 106, 12, 29, 118, 24, 136,
140, 21, 6, 93, 142, 9, 71, 135, 54, 114, 121, 77, 16, 105, 117, 5, 67, 86, 61, 97, 20, 76, 18, 84, 103, 46, 96, 0, 141, 100, 63, 131,
31, 45, 81, 73, 13, 124, 79, 48, 40, 132, 102, 112, 107, 44, 27, 49, 134, 85, 144, 66, 83, 104, 75, 88, 101, 82, 19, 47, 87, 122,
125, 115, 72, 137, 7, 128, 78, 15, 90, 51, 145, 39, 2, 126, 64, 139, 41, 55, 34, 26, 3, 129, 69, 68, 120, 98, 92, 57, 59, 70, 23, 80,
148, 10, 149, 52, 38, 42, 53, 108, 127, 91, 50, 95, 146, 56, 33, 30, 111, 25, 62, 32, 4, 37, 14, 143, 133, 28]

5 [77, 20, 111, 65, 117, 53, 43, 90, 28, 79, 134, 45, 116, 98, 92, 105, 137, 10, 6, 59, 67, 34, 44, 99, 55, 147, 1, 80, 122, 54, 56, 12,
31, 49, 37, 61, 108, 133, 143, 130, 70, 95, 132, 2, 115, 118, 81, 47, 51, 121, 14, 3, 8, 21, 22, 62, 78, 72, 39, 25, 23, 142, 149, 50,
83, 11, 52, 141, 129, 113, 4, 148, 144, 136, 91, 146, 35, 114, 46, 138, 97, 16, 69, 84, 131, 64, 66, 5, 24, 13, 68, 9, 102, 104, 139,
106, 74, 126, 19, 0, 58, 60, 96, 32, 41, 94, 7, 48, 93, 30, 119, 75, 42, 15, 57, 38, 127, 120, 124, 100, 135, 123, 63, 33, 103, 71,
128, 17, 145, 26, 86, 29, 107, 82, 88, 73, 110, 112, 85, 89, 27, 125, 109, 40, 76, 87, 36, 101, 18, 140]

6 [54, 27, 42, 13, 38, 94, 134, 97, 95, 109, 130, 26, 117, 67, 107, 96, 69, 78, 141, 113, 4, 147, 129, 108, 144, 145, 49, 44, 128,
115, 148, 104, 19, 58, 114, 89, 98, 21, 106, 39, 138, 63, 43, 7, 12, 17, 81, 84, 103, 45, 120, 5, 23, 142, 143, 14, 102, 56, 116,
112, 136, 60, 50, 92, 65, 82, 127, 139, 8, 91, 10, 93, 131, 83, 73, 74, 85, 75, 121, 105, 40, 25, 123, 149, 118, 52, 29, 88, 126,
51, 110, 1, 122, 133, 47, 99, 137, 80, 55, 57, 62, 71, 125, 140, 32, 20, 2, 61, 132, 30, 111, 37, 76, 64, 15, 77, 79, 28, 33, 100, 31,
124, 72, 119, 9, 6, 90, 36, 16, 68, 22, 59, 86, 18, 0, 70, 53, 3, 34, 41, 46, 35, 24, 135, 146, 101, 66, 87, 11, 48]

7 [87, 70, 74, 1, 60, 111, 0, 26, 59, 35, 57, 128, 55, 24, 20, 53, 108, 49, 140, 29, 54, 6, 84, 10, 101, 5, 94, 32, 79, 63, 15, 9, 31,
107, 110, 104, 38, 33, 77, 132, 43, 149, 72, 119, 37, 56, 112, 114, 124, 13, 51, 58, 47, 83, 69, 45, 11, 145, 127, 123, 52, 97, 98,
8, 73, 95, 117, 86, 46, 89, 65, 93, 62, 61, 129, 28, 39, 125, 78, 67, 133, 120, 14, 99, 21, 141, 121, 7, 136, 42, 88, 17, 146, 19,
131, 96, 102, 4, 34, 44, 30, 22, 50, 90, 142, 137, 81, 82, 16, 118, 130, 100, 103, 64, 18, 113, 135, 41, 12, 85, 2, 115, 147, 134,
80, 76, 66, 68, 36, 109, 3, 105, 106, 92, 75, 138, 148, 27, 126, 71, 40, 48, 25, 139, 91, 122, 116, 23, 143, 144]

8 [22, 119, 103, 67, 40, 38, 95, 43, 72, 34, 54, 88, 132, 94, 0, 107, 91, 104, 71, 21, 133, 16, 1, 27, 48, 125, 139, 144, 35, 75, 129,
25, 53, 82, 117, 7, 140, 124, 128, 147, 120, 23, 70, 122, 108, 106, 93, 12, 90, 73, 149, 99, 52, 47, 146, 28, 61, 55, 37, 87, 76,
136, 112, 148, 29, 57, 49, 45, 65, 100, 13, 32, 68, 78, 58, 69, 56, 2, 9, 130, 110, 51, 116, 123, 111, 118, 101, 19, 138, 59, 109,
4, 85, 98, 17, 141, 131, 50, 92, 8, 81, 30, 6, 41, 79, 97, 46, 74, 126, 115, 31, 11, 15, 3, 33, 5, 63, 105, 83, 62, 64, 134, 39, 137,
113, 36, 42, 10, 18, 114, 145, 80, 84, 66, 60, 77, 86, 89, 14, 127, 24, 96, 121, 142, 20, 143, 26, 44, 135, 102]

9 [83, 53, 93, 75, 14, 89, 54, 2, 115, 80, 110, 24, 56, 124, 62, 113, 1, 30, 100, 107, 86, 82, 87, 95, 129, 149, 0, 130, 143, 103, 43,
122, 29, 106, 19, 34, 5, 17, 74, 90, 6, 97, 44, 139, 51, 31, 35, 135, 96, 9, 72, 18, 66, 33, 40, 126, 125, 91, 23, 145, 94, 77, 3, 78,
49, 27, 7, 50, 63, 28, 41, 55, 84, 73, 123, 42, 38, 8, 102, 109, 112, 119, 65, 121, 144, 88, 133, 132, 25, 114, 134, 105, 92, 10, 11,
120, 79, 26, 47, 16, 46, 137, 71, 141, 117, 48, 20, 101, 142, 15, 104, 21, 127, 136, 147, 140, 128, 32, 108, 70, 57, 98, 69, 45, 22,
111, 12, 99, 59, 60, 36, 52, 116, 58, 13, 68, 76, 4, 131, 146, 67, 39, 148, 37, 138, 64, 118, 85, 61, 81]

10* [149, 148, 147, 146, 145, 144, 143, 142, 141, 140, 139, 138, 137, 136, 135, 134, 133, 132, 131, 130, 129, 128, 127, 126, 125,
124, 123, 122, 121, 120, 119, 118, 117, 116, 115, 114, 113, 112, 111, 110, 109, 108, 107, 106, 105, 104, 103, 102, 101, 100, 99,
98, 97, 96, 95, 94, 93, 92, 91, 90, 89, 88, 87, 86, 85, 84, 83, 82, 81, 80, 79, 78, 77, 76, 75, 74, 73, 72, 71, 70, 69, 68, 67, 66, 65,
64, 63, 62, 61, 60, 59, 58, 57, 56, 55, 54, 53, 52, 51, 50, 49, 48, 47, 46, 45, 44, 43, 42, 41, 40, 39, 38, 37, 36, 35, 34, 33, 32, 31,
30, 29, 28, 27, 26, 25, 24, 23, 22, 21, 20, 19, 18, 17, 16, 15, 14, 13, 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1, 0]

Table 4. Random orders.
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Figure 1. Qualitative comparisons between SimCIS and BalConpas [5] on the ADE20K 100-5 continual semantic segmentation.



SimCIS First step BalConpas First stepRaw Image Last step Last step

Figure 2. Clustering results comparison between SimCIS and BalConpas. Our SimCIS maintains the semantic priors in the pixel

feature.
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