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Supplementary Material

1. Supplementary
In the supplementary material, we provide additional details
to complement the main paper. These include:
• Deeper Analysis of Rendering Losses: An exploration

of the impact of rendering losses on the convergence of
3D occupancy and scene flow.

• Visualization of Rendering Results: Examples of ren-
dering outputs on the validation set, illustrating what the
rendering branch learns after training.

• Additional Qualitative Results: A demonstration of the
predicted 3D occupancy and scene flow through multi-
view video visualizations, showcasing the quality of our
method.

1.1. Deeper Analysis of Rendering Losses
In Fig. 1, we compare the occupancy and flow loss curves
with and without the rendering loss L2D.
Detailed Experimental Settings. We conduct our loss
curve experiments based on the model architecture of FB-
Occ [3]. Following the original settings, the occupancy loss
Locc consists of cross-entropy loss, Lovász-Softmax loss [1],
and scaling loss. As mentioned in the main paper, we em-
ploy the L1 loss as the scene flow loss function Lflow. To
prevent training collapse, we start computing the flow loss
at 3500 iterations, after which FB-Occ begins using tempo-
ral information. We train the model with and without our
rendering loss L2D for 70,000 iterations and compare the
convergence of the loss curves.
Effect of Rendering on 3D Losses. From the upper figure
in Fig. 1, we observe that Locc converges faster with the in-
clusion of L2D. In the middle figure, the flow loss Lflow

starts converging after 40,000 iterations. This is likely due
to the small proportion of dynamic objects in the scenes,
which makes it challenging for the model to capture motion
information. However, with our L2D, which specifically ad-
dresses dynamic objects, the Lflow converges significantly
faster.

This experiment demonstrates that our strategy of ex-
plicit modeling of the occupancy field with 3D Gaussians
and splat rendering supervision helps the original loss func-
tions find a better convergence direction.

1.2. Visualization of Rendering Results
Although our rendering branch is not used during inference,
we conduct a simple visualization experiment on the valida-
tion set of [2] to help understand what the rendering branch
learns during training. Specifically, based on FB-Occ [3],

640,000 semantic Gaussians initialized from all voxel cen-
ters are predicted by the decoder in the rendering branch.
Gaussians with opacity higher than 0.2 are splatted into the
camera view. The rendering semantics and depth results in
Fig. 2 demonstrate that our rendering branch successfully
predicts high-quality semantics and depths, even under ad-
verse weather conditions.

Figure 1. The comparison of loss curves with and without our
VoxelSpat.
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Figure 2. The visualization results of rendering semantics and depths on the validation dataset [2] are presented.

1.3. Additional Qualitative Results

In Fig. 3, we illustrate the image inputs and a more compre-
hensive visualizations of our predicted occupancy and flow
from different viewpoints. Further, a series of videos are

provided in the supplementary material to validate our ac-
curacy and stability, which is crucial in self-driving safety.



Figure 3. We provide a series of videos in the supplementary material, which demonstrate the predicted occupancy and flow from different
viewpoints.
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