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The following summarizes the supplementary materials
we present:
1. Ablation study of the redundancy-aware weighting mod-

ule.
2. Comparative study of the number of frequency levels.
3. Comparative study of encoder architecture variants.

1. Ablation study of the redundancy-aware
weighting module

A key innovation of FreBIS is the rendundancy-aware
weighting module which combines the complementary in-
formation from the different encoders by promoting mutual
dissimilarity. Table 1 shows quantitative comparison results
of the FreBIS with and without this module. The results
show that our model with this module outperforms the vari-
ant without it, where a simple averaging of the encoder fea-
tures is performed, clearly bringing out its effectiveness.

2. Comparative study of the number of fre-
quency levels

We conduct experiments to study the effect of the choice
of frequency levels N for both FreBIS and Scaled-up
VolSDF [1]. As shown in Table 2 and Fig. 1, the Scaled-
up VolSDF is sensitive to the choice of frequency levels and
has particular difficulty in dealing with higher frequency en-
codings. In particular, the Scaled-up VolSDF with N = 9
results in a reconstructed mesh with too many bumps, while
that with N = 12 results in a mesh that is hard to inter-
pret. On the other hand, FreBIS is capable of processing
higher–frequency information without sacrificing informa-
tion gleaned from the low–frequency bands. Fig. 2 and 3
show the qualitative comparisons of rendered images and
reconstructed meshes with N = 6, 9, 12 using FreBIS on
the Doll, Bull, and Robot scenes.

3. Comparative study of encoder architecture
variants

In order to design the encoders of FreBIS optimally, we
study the effect of varying the number of layers of each
of the three encoders of FreBIS and compare their perfor-
mances. As seen from the results in Table 3 as well as Fig. 4,
and Fig. 5. FreBIS performs comparably irrespective of the
choice of encoder architecture, maintaining a good perfor-
mance throughout. Based on this analysis and in order to
stay consistent with the baseline VolSDF [1] architecture,
we choose the 6–layer architecture for each encoder, with
each layer having 256 dimensions.
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(a) Scaled-up VolSDF (b)
Ours w/o

redundancy-aware weighting (c) Ours

PSNR (↑) 28.32 28.31 28.56

SSIM (↑) 0.949 0.950 0.952

LPIPS (↓) 0.028 0.027 0.026

Table 1. Ablation of the redundancy-aware weighting module: We show quantitative results for the Dog scene using the Scaled-up VolSDF,
Ours without redundancy-aware weighting, and Ours.

Method Frequency level (N ) Doll Egg Head Angel Bull Robot Dog Bread Camera Mean

Scaled-up VolSDF 6 26.07 27.15 26.62 30.37 26.08 25.07 28.32 29.44 23.02 26.90
Ours 6 26.22 27.48 27.29 30.52 26.33 26.69 28.56 30.22 23.08 27.38

Scaled-up VolSDF 9 25.69 26.66 26.94 28.59 26.02 22.67 26.78 32.62 23.45 26.60
Ours 9 26.10 27.47 27.24 30.56 25.78 26.85 28.88 30.08 23.28 27.36

Scaled-up VolSDF 12 – – – – – – 24.86 – 19.59 –
Ours 12 26.02 27.54 25.81 30.56 26.89 26.66 28.62 30.18 30.26 27.21

Table 2. Comparison of viewpoint-based rendering performance with a varying number of frequencies, as measured by PSNR. – denotes
that the method failed to construct a mesh during training.

NL, NM, NH Doll Egg Head Angel Bull Robot Dog Bread Camera Mean

6, 6, 6 26.22 27.48 27.29 30.52 26.33 26.69 28.56 30.22 23.08 27.38
5, 5, 5 26.18 27.47 27.14 30.42 26.37 26.62 28.55 30.20 23.10 27.34
4, 4, 4 26.25 27.51 26.96 30.49 26.37 26.51 28.18 31.12 23.17 27.39
4, 5, 6 26.18 27.45 27.13 30.50 26.38 26.64 28.60 30.16 23.19 27.36
2, 4, 6 26.26 27.47 24.45 30.44 25.95 26.67 28.74 31.60 23.21 27.19

Table 3. Performance comparison of variants of FreBIS with varying number of encoder layers, as measured by PSNR.



Sc
al

ed
-u

p
Vo

lS
D

F
O

ur
s

(a) N = 6 (b) N = 9 (c) N = 12

Figure 1. Qualitative comparison on the capability to deal with higher frequencies.
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(a) N = 6 (b) N = 9 (c) N = 12

Figure 2. Qualitative comparison of viewpoint-based scene rendering with varying number of frequencies.
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(a) N = 6 (b) N = 9 (c) N = 12

Figure 3. Qualitative comparison on surface reconstruction with a different number of frequencies.
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(a) (L,M,H) = (6, 6, 6) (b) (L,M,H) = (5, 5, 5) (c) (L,M,H) = (4, 4, 4) (d) (L,M,H) = (4, 5, 6) (e) (L,M,H) = (2, 4, 6)

Figure 4. Qualitative comparison on viewpoint-based scene rendering using FreBIS, obtained by varying the number of encoder layers.
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(a) (L,M,H) = (6, 6, 6) (b) (L,M,H) = (5, 5, 5) (c) (L,M,H) = (4, 4, 4) (d) (L,M,H) = (4, 5, 6) (e) (L,M,H) = (2, 4, 6)

Figure 5. Qualitative comparison based on 3D surface reconstruction using FreBIS, obtained by varying the number of encoder layers.
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