
Appendix: PanoDreamer: Consistent Text to 360-Degree Scene Generation

Supplementary Material

1. Experiment Details
During rendering, as we use pinehole cameras, reducing
the camera Field-of-View(FoV) will reduce the distortions.
During the projection, we set the camera FOV of the base
camera and the supplementary cameras to be 60◦. We set
the number of base camera to be 80, with each base camera
corresponding to 4 supplementary cameras. The resolution
of the projected images from base cameras and the supple-
mentary cameras are set to be 512× 512.

During the two-stage 3D gaussian splatting process, for
the first 5000 iterations, we use the base set to initialize the
3D Gaussians, and after 5000 iterations, we add the refined
supplementary set for the second-stage refinement of the 3D
Gaussians. We report the performance of the rendered re-
sults on training 10,000 iterations.

2. Further Qualitative Results of Scene Gener-
ation

We show more qualitative results of our method on some
scenes, shown in Fig. 1. Results show that our method not
only generate high-quality rendered images, but also main-
tains accurate geometry and scene consistency.

3. Further Qualitative Results on Text-to-
Panorama Generation

We present more results for text-to-panorama generation in
comparison with prior methods [1, 2] in Fig. 2. Compared
with previous methods, with LLM guidance, our method
shows less duplicated objects and better generation quality.
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c

"The calm waters of a
secluded lake,

reflecting the colors
of the surrounding

autumn foliage"

"Urban rooftop
garden, vibrant blooms
against a backdrop of
skyscrapers, a green
refuge amid concrete

and steel"

Figure 1. Additional results about scene generation. We show both
the rendered images and rendered depth.



"A teenager's bedroom with posters on the wall,
string lights, and a study desk" 

"A charming small-town main street
during the winter holidays, with wreaths

and fairy lights" 

MultiDiffusion

MVDiffusion

Ours

"A tranquil conservatory with potted
tropical plants, a small fountain, and

wicker seating bathed in soft sunlight" 

"An elegant greenhouse filled with roses, vines
hanging down, and a stone pathway leading
through the flowers under bright light" 

MVDiffusion

"An outdoor cafe along a cobblestone street,
with small tables, bright umbrellas, and a

peaceful sunny atmosphere“

MVDiffusion

"A courtyard filled with a variety of flowers in
planters, a stone bench, and sunlight streaming

through a pergola covered in vines" 

MultiDiffusion

MultiDiffusion

Ours

Ours

Figure 2. Additional comparison of text-to-panorama generation. As panoramas generated by MultiDiffusion [1] and MVDiffusion [2]
have both limited vertical FoV, for a fair comparison, we only show our panorama before outpainting.
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