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Abstract

We present SAM4EM, a novel approach for 3D seg-
mentation of complex neural structures in electron mi-
croscopy (EM) data by leveraging the Segment Anything
Model (SAM) alongside advanced fine-tuning strategies.
Our contributions include the development of a prompt-free
adapter for SAM using two stage mask decoding to auto-
matically generate prompt embeddings, a dual-stage fine-
tuning method based on Low-Rank Adaptation (LoRA) for
enhancing segmentation with limited annotated data, and
a 3D memory attention mechanism to ensure segmentation
consistency across 3D stacks. We further release a unique
benchmark dataset for the segmentation of astrocytic pro-
cesses and synapses. We evaluated our method on challeng-
ing neuroscience segmentation benchmarks, specifically
targeting mitochondria, glia, and synapses, with significant
accuracy improvements over state-of-the-art (SOTA) meth-
ods, including recent SAM-based adapters developed for
the medical domain and other vision transformer-based ap-
proaches. Experimental results indicate that our approach
outperforms existing solutions in the segmentation of com-
plex processes like glia and post-synaptic densities.

1. Introduction

In the following we provide further information about the
process we carried out for annotating the data (Sec. 2),
and additional benchmarks against the most recent SOTA

transformer-based methods (Sec. 3), including a qualitative
analysis on noisy microscope data performed by domain
scientists participating to the project (Sec. 4).

2. Data Curation

We constructed a dataset from high-resolution 3D recon-
structions of neuropil ultrastructure in the somatosensory
cortex of mice. The dataset incorporates dense reconstruc-
tions obtained from serial electron microscopy (EM) im-
ages, focusing on axons, dendrites, synapses, and mitochon-
dria, as detailed in [1]. The source data was curated from
the publicly available Dryad repository [1].

The dataset comprises three volumetric samples of di-
mensions 5µm × 5µm × 5µm, extracted from layer 1 of
the somatosensory cortex of mice. These samples, corre-
sponding to three experimental groups (Mouse 1, Mouse 3,
and Mouse 4), were selected based on their morphological
diversity and relevance to our analysis. Each sample in-
cludes voxelized binary masks representing glia, mitochon-
dria, and post-synaptic densities, enabling comprehensive
morphological and connectivity analyses.

To produce the segmentation masks, the high-resolution
3D reconstructions were processed using a combination
of semi-automated segmentation tools (e.g., Ilastik and
TrakEM2), followed by manual refinement for accuracy.
These reconstructions were further voxelized to binary
masks using custom scripts developed in Python, ensuring
compatibility with downstream analyses. Each voxelized
mask retains precise structural details, enabling quantitative



Figure 1. Mice glia datasets: full 3D reconstruction of the glia cells from the 3 stacks considered in this project [1].From left to right:
Mouse 1, Mouse 3, and Mouse 4.

Figure 2. Mouse 3 rendering: Full 3D reconstruction of the data in the stack rendered using Blender software. Left: glia (green),
mitochondria (white), synapses (pink). Right: glia (light gray), mitochondria (purple), and post-synaptic densities (orange).

analyses of cellular and synaptic elements.
We visualized and validated the dataset using Blender’s

advanced rendering capabilities to ensure the fidelity of
the segmentation and the representational quality of the
data. Fig. 1 shows the full 3D reconstruction of glial cells
from the three samples, highlighting the fractal complex-
ity. Fig. 2 illustrates the reconstructed glia, mitochondria,
and post-synaptic densities from Mouse 3, highlighting the
spatial organization and structural relationships within the
sample.

The finalized dataset is publicly available via Dropbox
(https://bit.ly/42k3B1c) and upon request for re-
producibility and future research applications.

3. Additional comparisons

To comprehensively evaluate our method’s performance,
we conducted additional benchmarking against recent state-

of-the-art transformer architectures in medical image seg-
mentation. While several notable architectures such as AT-
Former [6], DualRel [5], and FragViT [4] show promising
results in literature, their implementations were not pub-
licly available for direct comparison. Therefore, we focused
our comparison on two widely-adopted transformer-based
architectures: TransUNet [3] and SwinUNet [2], which
have demonstrated comparable performance to the afore-
mentioned methods.

Given the architectural differences and convergence
characteristics, we adapted the training protocols accord-
ingly. SwinUNet, being a lightweight architecture, required
extended training periods to achieve optimal performance.
Specifically, we trained SwinUNet for 350 epochs on the
Lucchi dataset and 150 epochs on other datasets, while
TransUNet training was capped at 100 epochs across all
datasets.

Table 1 presents the quantitative results of this compar-

https://bit.ly/42k3B1c


ative analysis. TransUNet exhibited competitive perfor-
mance across all datasets, achieving mIoU scores of 56.5%,
70.5%, 37.3%, and 84.8% on Mice-Glia, Mice-Mito, Mice-
Synapses, and Lucchi datasets respectively, which are com-
parable to our proposed SAM4EM. SwinUNet, while be-
ing a lightweight architecture, showed relatively lower per-
formance with mIoU scores of 48.4%, 64.1%, 32.9%, and
78.1% across the same datasets. These results demonstrate
that while transformer-based architectures can achieve com-
petitive performance in medical image segmentation, our
proposed method maintains its advantages in terms of effi-
ciency and consistency across diverse anatomical structures.

4. Qualitative analysis

To further challenge our method, we have tested SAM4EM
on another EM dataset, acquired using different conditions.
Specifically, this dataset was acquired using Serial block-
face Electron Microscopy (SBF-EM), whose z-resolution
is lower (50 nm-thick sections) compared to the training
dataset, acquired with FIB-SEM (12 to 15nm thickness),
but the system allows for larger fields of view. In particu-
lar we selected a stack from brain parenchyma, containing
a cell body, of 50 micrometers width, at very high reso-
lution (10 nm pixel size). The field of view of the train-
ing dataset was an order of magnitude smaller (5 microm-
eters, at 5 nanometers per pixel). Because of the different
acquisition methods, images obtained using SBF-EM are
qualitatively different, with a slightly higher noise. A do-
main expert performed a qualitative assessment of the in-
ference on this stack with our proposed SAM4EM against
the transformer-based TransUNet [3]. Fig. 3 shows two de-
tails extracted from few slices: in red, the glia, in green the
mitochondria, and in blue the post-synaptic densities. The
domain expert reported the following:
• The classifications obtained with both nets are rather

poor, with a lot of objects missing per each category. This
might be due, as previously mentioned, by the technical
differences of the acquisition methods used to acquire the
training datasets.

• Nevertheless, we can say that SAM4EM performed better
than TransUNet. In fact, despite the paucity of objects de-
tected, SAM4EM was still able to correctly detect mito-
chondria, although not all, and the red profile correspond
to astrocytic processes. While TransUNet misclassified
many of the processes detected, notably with mitochon-
dria, which is basically non-existing, and the detection of
glial processes included many neuronal processes.

• Finally both models performed extremely poorly on clas-
sification of synaptic densities. Most likely, by training
SAM4EM with another, more similar dataset, it is likely
that the segmentation might improve significantly, while
TransUNet is visibly too faulty.

5. Additional Discussions and Clarifications
5.1. Memory Efficiency and Scalability

SAM4EM is designed to handle large-scale EM data ef-
ficiently during both training and inference. Our model
achieves memory efficiency through several key mecha-
nisms:
• LoRA adaptation: Reduces trainable parameters by ap-

proximately 85% compared to full fine-tuning
• Efficient memory attention: Utilizes an 8-slot attention

mechanism instead of full self-attention
• Sliding window processing: Enables handling of large

volumes during inference
In inference mode, SAM4EM successfully processes vol-
umes up to 50m width (approximately 10× larger than train-
ing volumes), as demonstrated in our qualitative analysis in
Section 4. For context, the model requires approximately
4GB GPU memory for processing 512×512 resolution im-
ages, with peak usage not exceeding 6GB.

The method scales linearly with volume size through
sliding window processing, maintaining consistent segmen-
tation quality even on larger datasets. This efficiency en-
ables deployment on moderate GPU hardware while retain-
ing high segmentation accuracy on complex neural struc-
tures.

5.2. Architectural Design Choices

The architectural components of SAM4EM were specif-
ically designed to address the challenges of segmenting
complex fractal structures in EM data:
• Multi-scale feature enhancement: Processes features at

1/4, 1/8, and 1/16 resolutions to effectively capture both
fine details and broader contextual information critical for
tracing intricate cellular processes

• 3D memory-based attention: Ensures structural consis-
tency across consecutive slices, particularly important for
maintaining coherence in branching cellular structures

• Bi-directional refinement mechanism: Specifically tar-
gets irregular boundaries characteristic of glia cells and
synaptic junctions

The effectiveness of these design choices is validated by
our performance improvements on challenging structures,
particularly glia cells (70.5% vs. H-SAM’s 68.7% Dice)
and synaptic junctions (53.8% vs. H-SAM’s 42.3% Dice).

5.3. Comparison Methodology

Our evaluation focused on comparing SAM4EM with re-
cent foundation model adaptations (H-SAM, SAMed, UN-
SAM) rather than methods requiring full training from
scratch. This decision was motivated by our research ob-
jective: investigating the potential of fine-tuning foundation
models for complex 3D segmentation tasks with limited an-
notated data.



Table 1. Quantitative comparison across datasets using Dice coefficient (Dice↑) and mean Intersection over Union (mIoU↑) metrics.
Higher values indicate better performance. Comparing the performance with recent transformer architectures designed for medical image
segmentation.

Model Mice-Glia Mice-Mito Mice-Synapses Lucchi
Dice↑ mIoU↑ Dice↑ mIoU↑ Dice↑ mIoU↑ Dice↑ mIoU↑

TransUNet [3] 71.8 56.5 81.7 70.5 53.6 37.3 91.7 84.8
SwinUNet [2] 63.7 48.4 76.8 64.1 46.3 32.9 85.7 78.1

Traditional segmentation methods would require exten-
sive labeled data for training, whereas our approach lever-
ages the pre-trained knowledge of the SAM foundation
model, achieving superior performance through efficient
adaptation. This comparison framework better reflects the
practical scenario where annotation resources are limited
but high segmentation accuracy is required for complex
neural structures.

5.4. Future Work

While this work focused on demonstrating SAM4EM’s ef-
fectiveness on fully annotated datasets of moderate size,
we recognize the potential for further reducing annotation
requirements. Preliminary investigations suggest that our
approach could significantly reduce the annotation burden
through semi-supervised learning and active learning strate-
gies.

Future work will explore:
• Quantifying annotation time savings through interactive

segmentation approaches
• Extending the method to handle dense segmentation tasks

with multiple cell types and organelles
• Developing specialized data augmentation techniques for

electron microscopy data to further reduce annotation re-
quirements
Acknowledgments. This publication was funded by the PPM-

7th Cycle grant (PPM 07-0409-240041, AMAL-For-Qatar) from
the Qatar National Research Fund, a member of the Qatar Foun-
dation. The findings herein reflect the work and are solely the
responsibility, of the authors.



Figure 3. Qualitative comparison: a domain expert benchmarked the prpoosed SAM4EM and TransUnet [3] architecture on a stack
representing brain parenchyma. From top to botto, two details are shown: on the left, the inference obtained with SAM4EM, on the right
the output from TransUnet.
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