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Supplementary materials

A. Additional Results and Analysis

A.1. Additional Ablations

In addition to the ablations described in Table 5 in the main
paper, we report here three variations to the GST model that
did not result in a performance improvement. The ablations
are provided in Table I.

More Gaussians. The first design change we tested is an
increase in the number of Gaussians per vertex. We increase
the number of splats by predicting two or three independent
offsets per vertex. Because random initialization breaks the
symmetry, the model can learn to move each splat indepen-
dently even though all two/three are anchored to the same
vertex. Contrary to our assumption, an increase in the num-
ber of splats did not result in a increased visual quality of
the renderings.

Setting Opacity to 1. Predicting opacity is not strictly nec-
essary to render humans, therefore we tried simplifying the
model by removing this parameter. We removed the opacity
prediction during training and manually set the opacity to 1
for all the Gaussians.

Single-view + Multi-view Images. Next, to increase the
subject diversity in the small datasets we use, we tried includ-
ing some single view images in our training pipeline. For
this experiment, we use crops of images containing humans
from the MSCOCO dataset [7]. The single view images are
used for training together with the multi-view images from
the original dataset. For the single view images, the model
predictions are supervised using the same input image. The
results do not show any notable improvement.

A.2. Overfitting Example

To test that the number of Gaussians is sufficient to produce
sharp details, we train our model to overfit a single data
sample. We obtain an almost perfect reconstruction with
PSNR of 41. Fig. I shows examples of the renderings we
obtained. This result confirms our assumption that with
a large enough dataset, our model would be able to learn
sharper details than it currently learns on the small scale
datasets.

Table I. Additional Negative Ablations. For completeness, we
show additional ablations on HuMMan Dataset [2] that did not
give positive improvements to our best setup of Table 5 in the main
paper. For each setup, we report PSNR, SSIM, and LPIPS for
novel view synthesis, as well as MPJPE (in mm) for 3D keypoints
evaluation.

Ablation setup Novel View 3D Shape
PSNR↑ SSIM↑ LPIPS↓ MPJPE (mm)↓

our best model 21.79 0.87 0.12 50.8
2 Gaussians per vertex 21.25 0.87 0.12 50.1
3 Gaussians per vertex 21.18 0.87 0.12 53.2

setting opacity to 1 21.17 0.87 0.11 58.4
single-view + multi-view 21.47 0.87 0.12 53.4

A.3. Additional Details for TH21 Experiment

For the TH21 [11] experiment in Table 4 in the main report,
we use 72 views rendered in a loop around the subject. We
train both our method and Splatter Image [10] using 256x256
images. Despite our model performing worse than Splatter
Image in terms of visual metrics, our model also predicts the
SMPL paramters for 3D pose estimation. This is both useful
for downstream tasks, but also ensures that the underlying
3D shape is plausible for a human. This difference can be
noticed in the examples in Fig. II, where GST can reconstruct
a plausible human shape despite the uncommon input pose,
while Splatter Image fails to reconstruct arms and legs.

A.4. 3D Pose Estimation from Sparse Views

We train GST on the common 3D pose estimation dataset
Human3.6M [3] using the default split for train and test
subjects (subjects 9 and 11 are used for testing). This dataset
is not ideal for our method as it only has 4 views and very
few subjects, therefore it’s difficult to generalize to unseen
poses and subjects. Additionally, the human masks provided
with the dataset are not always precise and our method tends
to model parts of the background together with the human.
This affects the visual results and the 3D pose estimation.
The visual metrics for our GST are evaluated on a squared
crop of size 256x256 around the human with a PSNR of
18.68 and a 3D error of MPJPE ↓ = 63.7 mm compared to
50.0 mm for HMR2 [4].
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Figure I. Overfitting to a single sample. Ground truth (top) and renderings (bottom) of our model results when overfitting to a single data
sample.
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Figure II. Splatter Image comparison. Side view comparison with Splatter Image [10] on TH21 [11] for unusual input poses. Input image
on the left, Splatter Image rendering in the first row, GST renderings in the second row.
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Figure III. Example of human pose improvements using our method GST. 3D human body results of our GST and SMPL predictions of
HMR2 [4] on a sports sequence from the CMU panoptic dome dataset [6].

B. Additional Visualizations

Fig. III shows additional pose estimation results on the sports
sequence of the CMU Panoptic dataset [6]. Fig. IV shows
additional examples of novel view synthesis comparisons

with SHERF [5]. Fig. V and VI show additional pose com-
parisons for the RenderPeople [1] dataset. Fig. VII and VIII
show examples of novel view synthesis results for the TH21
[11], THuman [12] and RenderPeople [1] datasets.



Input Image SHERF [5] w/ [4] Renderings GST (ours) Renderings GT Renderings

Figure IV. Single Image NVS on two subjects of Zju-Mocap [9] and two subjects of HuMMan [2] compared to SHERF [5] (after being
adapted with HMR2 to work with single image input only). GST shows improved visual quality, especially when comparing the depicted
pose to ground truth.
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Figure V. 3D Shape Comparison with HMR2. 3D human body results of our GST on two subjects of RenderPeople [1] dataset compared
to Ground Truth SMPL parameters [8], and SMPL predictions of HMR2 [4].



Input Image Other Views GT GST (ours)
vs GT

HMR2-3D finetuning
vs GT

HMR2-2D finetuning
vs GT

Figure VI. 3D Shape Comparison with HMR2 After Fine-tuning on 2D and 3D Data. 3D human body results of our GST on five subjects
of RenderPeople [1] dataset compared to Ground Truth SMPL parameters [8], and SMPL predictions of HMR2 [4]. We show two versions
of HMR2, one finetuned on 2D data only (HMR2-2D), and one finetuned on 3D data (HMR2-3D). Our method is only finetuned on 2D
image data, but the results are almost as accurate as HMR2 finetuned on 3D data.



Figure VII. Results in TH21 [11]. Rendering results for GST (top row) compared to Ground Truth renderings (bottom row) of each subject.
An example of loose clothes is in the last row.

Figure VIII. Visualization of Single Image Novel View Synthesis Results on THuman and RenderPeople. We show single image novel
view synthesis results on one subject of THuman [12] dataset and one subjects of RenderPeople [1] dataset of our GST (top row) compared
to Ground Truth renderings (bottom row) of each subject.
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