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Supplementary Material

1. Appendix
1.1. Feature Visualization Regularization
We use an identical regularization method as described in
[? ], except we use different levels of jitter dependent on
the depth of the layer (we still use half the initial jitter value
for the second jitter transform). This is done due to the
unreliability high jitter has at producing a high activation
on the center neuron once optimization has completed. We
sacrificed some interpretability that jitter offers for more ac-
curate activation values.

We omitted jitter for the entire 1.1 and 2.0 blocks, we
used jitter=4 for 2.1 Pre and the entire 3.0 block, then
used the default jitter=16 value for the remainder of the
blocks.

1.2. Visualization grids for remaining scale invari-
ant channels

We present the grids of all criteria-passing channels
throughout ResNet18 in Fig. 1 (blocks 1.1, 2.0, and 2.1)
and Fig. 2 (block 3.1).



1.1: channel 10 19 21 25 44 50

2.0: channel 50 53

2.1: channel 13 18 25 30 31 35

36 47 52 56 67 72

105 106 110 124 127

Figure 1. Grids of maximally exciting images for all remaining scale invariant criteria-passing channels in blocks 1.1, 2.0, and 2.1. All
channels are zero-indexed.



3.1: channel 1 9 13 14 16 48 58 59

63 67 69 88 100 117 126 132

135 137 141 144 147 149 153 158

161 163 164 168 179 180 187 188

192 198 200 204 206 220 226 250

Figure 2. Grids of maximally exciting images for all remaining scale invariant criteria-passing channels in block 3.1. All channels are
zero-indexed.


	Appendix
	Feature Visualization Regularization
	Visualization grids for remaining scale invariant channels


