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Supplementary Material

1. Model Specifications and Endpoints
Since all our work leverages closed-source models like GPT-
4V, GPT-4o, and Claude, we mention the model identifiers
that we use for our API calls for clarity. For GPT-4V - ”gpt-4-
vision-preview”, For GPT-4o - ”gpt-4o-2024-08-06”, and for
Claude - ”claude-3-5-sonnet-20241022”. Unless otherwise
noted, all experiments are conducted with a temperature
setting of 0.0.

2. Hierarchical Screen Parsing Details
2.1. IoS Score
Similar to IoU score we define an IoS score as:

def IoS(boxA, boxB):
xA = max(boxA[0], boxB[0])
yA = max(boxA[1], boxB[1])
xB = min(boxA[2], boxB[2])
yB = min(boxA[3], boxB[3])
interArea = max(0, xB - xA) * max(0, yB

- yA)
boxAArea = (boxA[2] - boxA[0]) * (boxA

[3] - boxA[1])
ios = interArea / float(boxAArea + 1e

-3)
return ios

The IoS (Intersection over Size) score is a measure used to
evaluate the overlap between two bounding boxes, typically
in the context of object detection. It calculates the ratio of
the intersection area between two boxes to the area of the
first box. IoS(A, B) (also written as IOSA), a score of 0.5
means 50% of A intersects with B.

2.2. Filtering Redundant Bounding boxes
The output of EasyOCR + SAM model combined is ex-
tremely cluttered (see 1) and contains numerous overlaps
and false positive detections from both models. We deploy
the following steps to parse the outputs of SAM and OCR
(local elements as referred to in the main script) together.
• Generate GROI, Icon and Button Candidate Propos-

als Classify all SAM boxes based on Athresh−GROI ,
Athresh−icon, Athresh−button. Let B represent the set
of bounding boxes detected in the GUI.
Global Region of Interest (GROI) Candidates: The set
of boxes with an area greater than the GROI threshold is
given by:

GROI = {b ∈ B | Area(b) > Athresh−GROI}

Icon Candidates:The set of boxes with an area between
the Button and Icon thresholds is defined as:

Icon = {b ∈ B | Athresh−button < Area(b) < Athresh−icon}

Button Candidates: The set of boxes with an area less than
the Button threshold is:

Button = {b ∈ B | Area(b) < Athresh−button}

• Remove False Positive Text Bounding Boxes: Remove
text boxes using a predefined dictionary, that are likely
OCR mis-detections for icons. These texts usually contain
only special characters or short, meaningless words. If a
word contains one of these characters and has a length of
less than ¡ 5 that text bbox is ignored.
Characters/Words to ignore:
– "@", "#", "x", "?", "{", "}", "<",
">", "&", "‘", "˜", "
", "=", "C", "Q", "88", "83", "98",
"15J", "ˆ", "0e", "n", "E", "ya",
"ch", "893"

• Remove Icons Inside or Overlapping Text Bounding
Boxes: Remove icon bounding boxes that are either inside
or intersect with text boxes, as they are likely to be text
misidentified as icons by SAM.

• Filter Square-like Icon Bounding Boxes: Keep only
icons that are roughly square-shaped, based on a specific
aspect ratio range of [0.7, 1.3].

• Remove Redundant Icon and Button Bounding Boxes:
Remove icon bounding boxes that are redundant, i.e., those
that are inside or significantly overlap with IoS > 0.6
with other icons or text boxes.

2.3. Non Max Suppression for GROIs
• Reject boxes with low Information scoreS If the current

bounding box has an information score S < Sthresh it is
rejected. Sthresh is set to 10 for the ScreenPoint and Read
task and 25 for action grounding task.

• Reject Overlapping BBoxes: If the current bound-
ing box intersects with a previously selected bounding
box with a higher Infrormation score and IoScurrent >
IoSoverlap−thresh it is rejected. IoSoverlap−thresh thresh
is set to 0.5 for visual grounding task and 0 for ScreenPR
task.

• Reject Contained BBoxes (Smaller GROIs Inside
Larger): If the current bounding box is inside a previ-
ously selected bounding box with a higher Information
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Score and if IoScurrent > IoSinside−thresh it is rejected.
IoSoverlap−thresh thresh is set to 0.5 for visual grounding
task and 0 for ScreenPR task.

• Reject Engulfing Bboxes (Larger GROIs Inside
Smaller): If the current bounding box completely engulfs
a bounding box with a higher Information Score then it is
rejected.

2.4. GROI analysis for ScreenSpot and Visual-
WebBench

We plot two additional statistics for the detected GROI’s
through our HSP block. In Figure 3 we plot the average
number of GROIs per image, across the three different
sub-categories of ScreenSpot and the full dataset of Visual-
WebBench. We observe that GUI screenshots from mobiles
have the lowest average number of GROIs per image. This
is due to the fact that mobile regions are not semantically
coherent, therefore lesser number of GROIs are generated.

In Figure 4 we plot the average of the total area covered
by all GROIs in an image to the total area of the image.
Mobile GUI screenshots have the least dense GROI cov-
erage, due to the fact that we also detect fewer GROIs in
mobile screenshots. These studies further validate the fact
that GROIs are not as useful for mobile GUI’s however they
offer more benefit for PC and web based GUIs.
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Figure 1. Candidate bounding boxes generated from SAM + OCR to the left and the corresponding HSP results (Icon + text + picture) to the
right
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Figure 2. Prompt for Screen Point-and-Read

Figure 3. Distribution of Number of GROIs per image for
ScreenSpot and Visual WebBench

Figure 4. Distribution of Total GROI area / Image area for
ScreenSpot and Visual WebBench

Figure 5. Prompt for instruction guided GROI Proposal generation
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Figure 6. Prompt for SEED
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Figure 7. SoM grounding Prompt for ScreenSpot and VisualWebBench

Figure 8. Agentic task following prompt for AITW
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Figure 9. Agentic task following prompt for Mind2Web
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