Training Neural Networks on RAW and HDR Images for Restoration Tasks
Supplementary Material

Luminance Histogram over HDR Dataset
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Luminance Histogram over RAW Dataset
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g Table S1. Learning rates used for Real-ESRGAN.
£ 105
Label Learning rate
168 Linear-L1 1x107*
PQ-L1 1x107*
e PU21-LI1 1x107*
102 107! 10° 10' 102 10° 10 —4
Luminance (nits) /L_Ll 1 %10
Linear-PQ 1x107°
Figure S1. Histogram over all images in the HDR (top) and RAW Linear-PU21 1x107°
(bottom) datasets. Linear-p 1x107°

Linear-SMAPE 1x107°

S1. Content

This document contains additional results and details as

listed below:

» Table S| — learning rates used for Real-ESRGAN

» Figure S1 — histograms over all images and HDR and
RAW datasets.

 Figure S2 — visual results for single-image super resolu-
tion on the HDR image dataset

* Figure S3 — visual results for single-image super resolu-

tion on the RAW image dataset

Figure S4 — visual results for for deblurring with GFN-

Net

Figure S5 — visual results for for deblurring with

MirNet-v2.

Figure S6 — visual results for denoising — DnCNN and

SADNet
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Bilinear upsampling Linear-L1 Linear-u Linear-PQ
(PSNR/SSIM/CVVDP) (32.77/0.95/8.46) (34.15/0.96/8.95) (31.98/0.93/8.53) (32.38/0.95/8.76)

Linear-PU21 Linear-SMAPE ueL PQ-L1 PU21-L1
(33.57/0.95/8.74) (29.48/0.95/8.71) (36.74/0.97/9.04) (36.28/0.96/8.98) (36.60/0.97/9.03)

Bilinear upsampling

Linear-L1 Linear-u Linear-PQ
(PSNR/SSIM/CVVDP) (32.77/0.95/8.46) (34.33/0.96/9.01) (25.96/0.89/7.37) (29.84/0.94/8.39)

- . . .
Linear-PU21 Linear-SMAPE a1 PQ-L1 PU21-L1
(29.38/0.93/8.33) (25.82/0.92/7.98) (36.98/0.97/9.06) (36.95/0.97/9.05) (36.76/0.97/9.06)

Figure S2. Example results for single-image super-resolution on HDR images with EDSR [15] (top) and Real-ESRGAN [25] (bottom).
The numbers in parentheses show PSNR, SSIM, and ColorVideoVDP quality values (the higher, the better) for the reconstructed image.



Bilinear upsampling Linear-L1 Linear-u Linear-PQ
(PSNR/SSIM/CVVDP) (32.82/0.91/8.37) (25.42/0.90/8.56) (27.76/0.91/8.58) (30.08/0.91/8.60)

Linear-PU21 Linear-SMAPE g PU21-L1
(19.89/0.85/7.71) (27.78/0.72/8.41) (34.30/0.93/8.73) (34.72/0.93/8.74) (34.63/0.93/8.73)

Bilinear upsampling Linear-L1 Linear-u Linear-PQ
(PSNR/SSIM/CVVDP) (32.82/0.91/8.37) (33.77/0.93/8.74) (29.77/0.88/7.93) (15.41/0.90/6.32)

Linear-PU21 Linear-SMAPE PU21-L1
(19.50/0.78/7.11) (22.00/0.87/8.11) (35.20/0.94/8.82) (35.22/0.94/8.81) (35.16/0.93/8.79)

Figure S3. Example results for single-image super-resolution on RAW images with EDSR [15] (top) and Real-ESRGAN [25] (bottom).

GT Blurry Linear-L1 Linear-y Linear-PQ
(PSNR/SSIM/CVVDP) (23.87/0.86/5.29) (32.22/0.93/7.34) (33.94/0.94/7.46) (N/A)

Linear-PU21 Linear-SMAPE u-L PQ-L1 PU21-L1
(N/A) (N/A) (34.79/0.95/7.64) (32.73/0.93/7.18) (34.59/0.95/7.60)

Figure S4. Example results for deblurring with GFNNet. The results are missing for Linear-PQ, Linear-PU21, and Linear-SMAPE, as the
networks failed to converge for these configurations.



Blurry Linear-L1 Linear-u Linear-PQ
(PSNR/SSIM/CVVDP) (23.87/0.86/5.29) (30.97/0.93/6.95) (36.01/0.95/7.88) (36.08/0.95/7.84)
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Linear-PU21 Linear-SMAPE p-L1 PQ-L1 PU21-L1
(34.16/0.95/7.37) (35.57/0.95/7.71) (35.76/0.96/7.88) (36.25/0.96/7.90) (33.51/0.96/7.40)

Figure S5. Example results for deblurring with MirNet-v2

Linear-L1 Linear-u Linear-PQ_
(14.59/0.92/8.50) (19.14/0.92/8.42) (13.14/0.90/7.70)

Linear-PU21 Linear-SMAPE p P PU21-L1
(14.98/0.91/8.20) (15.04/0.90/8.06) (21.12/0.93/8.46) (18.54/0.91/8.06) (20.51/0.94/8.57)

Linear-L1 Linear- Linear-PQ
(18.33/0.95/8.94) (20.54/0.95/8.88) (13.71/0.92/8.29)

Linear-PU21 Linear-SMAPE P i PU21-L1
(13.97/0.92/8.33) (19.98/0.95/8.95) (21.24/0.95/8.82) (21.92/0.96/8.97) (21.73/0.95/8.83)

Figure S6. Example results for denoising with DnCNN (top) and SADNet (bottom).
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