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Abstract

The 3D reconstruction of faces gains wide attention in com-
puter vision and is used in many fields of application, for ex-
ample, animation, virtual reality, and even forensics. This
work is motivated by monitoring patients in sleep labora-
tories. Due to their unique characteristics, sensors from
the radar domain have advantages compared to optical
sensors, namely penetration of electrically non-conductive
materials and independence of light. These advantages of
radar signals unlock new applications and require adapta-
tion of 3D reconstruction frameworks. We propose a novel
model-based method for 3D reconstruction from radar im-
ages. We generate a dataset of synthetic radar images with
a physics-based but non-differentiable radar renderer. This
dataset is used to train a CNN-based encoder to estimate
the parameters of a 3D morphable face model. Whilst the
encoder alone already leads to strong reconstructions of
synthetic data, we extend our reconstruction in an Analysis-
by-Synthesis fashion to a model-based autoencoder. This is
enabled by learning the rendering process in the decoder,
which acts as an object-specific differentiable radar ren-
derer. Subsequently, the combination of both network parts
is trained to minimize both, the loss of the parameters and
the loss of the resulting reconstructed radar image. This
leads to the additional benefit, that at test time the parame-
ters can be further optimized by finetuning the autoencoder
unsupervised on the image loss. We evaluated our frame-
work on generated synthetic face images as well as on real
radar images with 3D ground truth of four individuals. The
dataset is available at https://doi.org/10.5281/
zenodo.14264739.

1. Introduction

Reconstruction of humans using alternative capturing sys-
tems other than optical sensors has become an increasingly
studied field of research in the past few years [7, 33, 34, 36].
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Among them, a category gaining increasing interest is mil-
limeter wave (mmWave) radar, which offers a significant
advantage over other methods. Due to its wavelength, it is
capable of penetrating certain obstacles, for example, fab-
ric [1] or even walls [36], that impede the view of the object
of interest. The technology is already in widespread use at
airports for security screening prior to flight. In 2019 172
airports in the United States of America used these scan-
ners [30]. However, it has the potential for application in
several other fields, where radar signals can be used for
recognition and reconstruction tasks.

An example where it can be of significant benefit in the fu-
ture is the monitoring of patients in clinics and sleep labora-
tories. Radar imaging offers the benefit compared to optical
sensors in that it is not reliant on light and is able to monitor
patients in their beds without removing any pillows or bed
sheets. Consequently, this avoids the need for the patient
to leave their bed for some examinations and allows their
body to be monitored during night. This potentially fosters
automatic over manual sleep monitoring in the future.
Preliminary work has already been conducted, for example,
radar-based techniques to track the human body pose during
sleep [33]. In this paper, we focus on the 3D reconstruction
of human faces with their identity and expression. The face
conveys a lot of information via facial expressions, which
can be reconstructed, making it a key factor for assessing
the state of patients at night. However, due to the variety
of facial shapes, it is challenging to reconstruct faces ac-
curately. One significant challenge that arises from radar
reconstruction of faces is the dependency of the viewing an-
gle of the radar system and the face that is captured since the
reflected signals depend on the surface normals [31]. There-
fore, not all parts of the face are visible in the radar images
which makes them ambiguous, as we show in the Supple-
mentary Material.

This paper presents a learning-based approach for recon-
structing 3D faces from radar images, utilizing a 3D mor-
phable face model (3DMM). To this end, we generate a



synthetic radar image dataset from faces constructed from

the Basel Face Model (BFM) 2019 [11]. Given the data,

we train two architectures: an encoder that is trained

fully-supervised and an autoencoder that combines our

pre-trained encoder with a learned differentiable renderer,

thereby imposing an additional form of supervision to our

network and enabling optimization at test time.

Our contributions are as follows:

* amodel-based 3D face reconstruction which is the first to
only operate on images computed from radar signals

* an end-to-end training by approximating the physics-
based radar renderer with a neural network which is dif-
ferentiable and can generate synthetic radar images faster

* a publicly available dataset containing 10,000 synthetic
radar images of faces generated with the BFM 2019 [11]
and their corresponding parameters

2. Related Work

Face Reconstruction From RGB Images. In the case of
conventional RGB images, the 3D reconstruction of human
faces has already been widely investigated, with a multitude
of approaches proposed to address this challenge as summa-
rized by Egger et al. [10]. These methods employ either a
face model as prior [9, 22] or directly estimate the points
of the face [27]. Examples of commonly utilized publicly
available face models are the BFM [11, 21] or, the FLAME
face model [18], which are created from 3D scanned heads
of a large group of people. The approaches can be fur-
ther divided into two categories: learning-based approaches
[9, 22, 27, 29], and learning-free approaches [3]. Some of
these methods are based on landmarks or keypoints [3, 29],
while others do not rely on landmarks [27], but utilize an
image-to-image approach, which maps the input image to a
depth and a face correspondence image.

In regard to our work, the learning-based method proposed
by Chang et al. [5, 6] is of particular significance, as a part
of our architecture is based on their findings on face recon-
struction from RGB images. They combine two ResNet-
101 models [12], one trained to predict shape parameters,
another one to predict facial expression parameters, and an
AlexNet model [17] which estimates pose parameters. Sub-
sequently, they apply the parameters to the BFM 2017 [11]
to construct a 3D mesh of the corresponding face.

Another method that motivated our work is presented by
Tewari et al. [28]. They employ a convolutional neural net-
work (CNN) encoder to predict the parameters of their para-
metric face model as well as camera and lighting parame-
ters. A differentiable renderer is then utilized to generate an
image from these parameters which completes the model-
based autoencoder. Since there is no differentiable radar
renderer available, and building one is highly non-trivial (if
possible), we implement a differentiable autoencoder with
a learned renderer. The core benefit of such a model-based
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autoencoder is that it can be trained unsupervised on the re-
construction task using a photometric loss. The work of Li
et al. [8] utilizes the same autoencoder principle and focuses
on reconstruction under occlusion.

Human Reconstruction From Radar Signals. In contrast
to the reconstruction of objects in an optical setup, methods
for reconstruction with radar signals rarely operate on im-
ages, but commonly on raw signals [7, 33-36]. A subfield
that is investigated is human body reconstruction, where
the body is obscured by obstacles or impaired vision due
to darkness or weather influences [7, 35, 36].

Chen et al. [7] utilize radar signals in conjunction with
RGB videos to reconstruct a full-body model of humans
in visibility-impairing weather, for example, rain or fog,
where optical sensors perform insufficiently. Other authors
present methods that employ solid obstacles in their evalu-
ation and utilize electromechanical signals within the WiFi
frequency range to reconstruct the full body of humans hid-
den from view by walls or clothes [35, 36]. In order to
achieve this, they utilize the SMPL body model [20] as
a prior geometry and then utilize a network based on the
concept of Mask R-CNN [13] to predict its shape. Yue et
al. [33] reconstruct the pose of a human in the dark during
sleep via WiFi signals. The objective of these works is to
reconstruct the entire human body or to determine its over-
all pose, whereas we focus on human faces.

Zhang et al. [34] classify facial expressions with radar sig-
nals through the detection of facial muscle movements us-
ing a mmWave radar sytem. With their approach they are
capable of detecting facial expressions in a constrained set-
ting with an accuracy of 80.57%. Our work goes one step
further and reconstructs the whole 3D face.

Xie et al. [32] are the first to perform 3D face reconstruction
on radar signals. They use a learning approach based on the
ConvNeXt-model [19] for facial landmark prediction and a
FLAME [18] model to create a continuous face from the
landmarks. In our approach, we predict face model param-
eters to predict the whole face at once, without using land-
marks, and in addition propose an autoencoder framework
enabling optimization in an Analysis-by-Synthesis fashion
which further improves the reconstruction.

While all of the aforementioned methods directly oper-
ate on radar signals without converting them to an image,
some radar-based approaches operate on images. Briunig et
al. [14] present an approach for 3D reconstruction that uses
the theory of frequency shift keying to increase the recon-
struction speed of hands compared to classical approaches.
The authors utilize point clouds for reconstruction and show
their results on human hands. Schiiller et al. [23] present a
ResNet-based approach to classify hand poses, which are
selected from the American sign language system.

In our work we combine image-based approaches proven
useful on RGB images and radar imaging techniques.



Figure 1. The real radar setup and RGB cameras for photogram-
metry. The radar module consists of 94 transmitter and 94 re-
ceiver antennas in a square-shaped placement. Around the radar
module five cameras are positioned to additionally reconstruct the
captured face via photogrammetry. Four persons were captured in
this setup, each showing five different facial expressions.

3. Methods

In the following, we introduce the individual components of
our work, which include our radar capturing setup, synthetic
radar image dataset, our proposed models for model-based
3D reconstruction and the used training parameters.

3.1. Radar Imaging

Radar Setup. We capture real radar images with a
multiple-input multiple-output (MIMO) stepped-frequency
continuous-wave (SFCW) radar system displayed in Fig-
ure 1. The system comprises 94 receiver antennas (RX) and
94 transmitter antennas (TX) in a square-shaped placement
and is a submodule of an automotive radome tester [24, 25].
The radar system uses frequencies from 72 GHz to 82 GHz
in 128 equidistant steps. The spatial resolution of the radar
system is approximately 4 mm in x- and y-direction and 11
mm in z-direction. The face of the person being captured is
located at a distance of 25 cm from the radar antennas with
foam walls behind her to minimize the reflection of radar
signals from there. The aperture extent is approximately
14 cm x 14 cm, with 3 mm spacing between the antennas.
Radar Reconstruction. The radar signals received by the
radar system are reconstructed using a state-of-the-art ap-
proach for 3D mmWave image processing, namely back-
projection [2, 14]. In the course of back-projection, for each
RX and TX antenna combination, the correlation between
the received signal and a signal hypothesis is summed in a
3D voxel grid [1]. Subsequently, a 2D array is extracted
from this 3D voxel grid via maximum projection [15] along
the z-axis and the values are scaled logarithmically since
they range over several orders of magnitude. Henceafter,
the dynamic range 6 is restricted to remove noise induced
by the radar signals. In our experiments we use a dynamic
range of -15 dB for the decoder, but we sample from a range
of values for encoder training. Afterwards, the range of the
resulting data is scaled linearly to the range [0,1] to convert
it to a radar image, which we call an amplitude image.
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Figure 2. Examples for a real radar images (left) and synthetic-real
radar images (right). The amplitude images have a dynamic range
of -20 dB. The synthetic real images are generated from the mesh
of the same person reconstructed via photogrammetry.

0.58 m

0.22 m

Figure 3. Examples of a synthetic amplitude image (left) with a
dynamic range of -20 dB and a synthetic depth image in compari-
son (right).

Multimodal Capture. During capturing the radar signals,
optical cameras are employed simultaneously to reconstruct
the face via photogrammetry. Once the 3D reconstruction of
the faces has been completed, they are used in the radar sim-
ulation, resulting in a synthetic version of the real face. The
resulting images can be utilized for a quality comparison
of the radar simulation. The capture setup configuration is
illustrated in Figure 1. A comparison between the real am-
plitude image and the synthetic amplitude image generated
from the photogrammetry mesh is shown in Figure 2.

In order to evaluate our approach on real data, we recon-
structed real radar images of four male european individu-
als with fair skin and generated synthetic radar images from
the corresponding photogrammetry mesh.

Depth Images. We employ depth images generated based
on the radar signal as an additional input. The depth of
each pixel is computed from the brightest scatterer along
each depth slice of the voxel grid. In our experiments, these
depth images are utilized once as an alternative to and once
in conjunction with the amplitude images as input data.
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Figure 4. Overview of our method. The input image is fed to three encoder networks which predict the shape, expression, and pose of the
face. These parameters are then fed to a differentiable renderer that reconstructs the input image. The encoder consists of two ResNet-50
models for predicting shape and expression and an AlexNet model for predicting the pose. The differentiable renderer is a ResNet-50 model
that is ordered in the opposite direction. During training, both the parameter loss and image loss are applied. For inference, the encoder
and decoder are frozen and only the image loss is optimized leading to the face model parameters holding the 3D face reconstruction. The
idea is that the training with the decoder network leads to better results than training the encoder isolated, which is shown by [28] for a

different task.

3.2. Training Dataset

We generated a synthetic dataset of 10,000 instances of face
meshes with varying facial expressions. To this end, the
face mask facel2 of the BFM 2019 [11] was utilized.

The generation of each face is based on a Gaussian-sampled
shape vector o and an expression vector v with a distri-
bution of N'(0,1). The aforementioned vectors define the
appearance of each face instance and the associated facial
expression, as specified by the shape model. Additionally,
the face is transformed by a uniformly sampled pose. The
pose includes a translation ¢ in each x- and y-direction be-
tween -5 cm and +5 cm, the z-value which is set to 0 cm,
rotations 7" around the yaw axis within [-5, 5] degrees, and
the pitch and roll axes within [-10, 10] degrees, respectively.
For training and evaluation, the pose parameters are linearly
scaled to values within [-1, 1].

Subsequently, the aforementioned meshes are employed to
generate synthetic radar images utilizing the radar renderer
by Schiissler et al. [26], which was adjusted to generate im-
ages of human hands by Bréunig et al. [4]. The renderer
approximates the radar signals of a near-field MIMO radar
system by raytracing and performs the back-projection al-
gorithm [2, 14], analogously to real radar signals. To model
the reflection property Schiissler et al. use a material fac-
tor to interpolate linearly between a diffuse and a specular
material. Another attribute is the size of the simulated an-
tennas, which differs from the real antenna size to assimi-
late the difference between real radar waves and simulated
rays. For our dataset, we sample these two rendering pa-
rameters ¢, the material factor within [0, 1], and the antenna
size within [0.2, 0.3]. We then train the neural networks on
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these training images using the procedures outlined in the
subsequent Sections 3.3 and 3.4.

3.3. Encoder

Two CNNs with the ResNet-50 [12] architecture are em-
ployed for the prediction of shape and expression parame-
ters of the face model. Furthermore, an AlexNet model [17]
is utilized to predict the pose. The outputs of the ResNet-50
models are scaled by applying a tanh-layer and multiply-
ing the results with a scaling factor of three since this is the
value range that contains 99.8 % of the values sampled from
the dataset while still reducing the possible value range. For
all networks, we utilize an additional fully connected layer
that outputs the expected amount of parameters. The en-
coder architecture is based on Chang et al. [5, 6], while
we use smaller networks that enable it to still run on a sin-
gle GPU while adjusting to the later presented autoencoder
architecture without decreasing the performance substan-
tially. Additionally, we do minor adjustments like the tanh-
layer. Experiments to combine all predictions into a single
ResNet-50 model led to a decrease of performance.

The aforementioned models are trained on a training set of
8,500 synthetic radar images and evaluated on the remain-
ing 1,500 images. During training, we apply randomly sam-
pled dynamic ranges between -15 dB and -30 dB, for evalu-
ation we apply a fixed dynamic range of -20 dB. The models
predict the first 3DMM parameters o € R'? and v € R7,
which cover approximately 85% of the shape variance and
76% of the expression variance of the BFM, and the pose
parameters t € R3 and 7' € R? applied to the face model
mesh. Additionally, the networks estimate the applied dy-



namic range, the material, and antenna size properties. Dur-
ing training phase, the L2 loss between those parameters
and the resulting parameters is employed as a loss function.

3.4. Learned Renderer and Autoencoder

Learned Renderer. As we like to achieve an unsupervised
optimization, we need a renderer that generates a radar im-
age based on our parameters. Since the renderer we used for
creating our dataset is not fast enough for the training and
also not differentiable, we approximate the physics-based
renderer through training a decoder network on generated
images. Therefore, we use a ResNet-50, with its layers or-
dered in the opposite direction. A fully connected layer is
employed to map the input to the first convolutional layer
of the ResNet-50. This renderer is trained on the parame-
ters to generate amplitude images with an applied dynamic
range of -15 dB, and depth images, respectively. It utilizes
the face model, pose and rendering parameters as described
in Section 3.2 to render synthetic radar images. We can then
employ it to improve the training of our model.
Autoencoder. The learned renderer is combined with the
encoder as displayed in Figure 4. In the case of the au-
toencoder training, the pre-trained models of the encoder
and the decoder are utilized, with the weights of the lat-
ter being fixed. This ensures that inductive constraints of
the parameters in the latent space do not experience struc-
tural changes induced by the autoencoder, but rather remain
aligned with the original intention of face model parame-
ters. Subsequently, the autoencoder is trained on the syn-
thetic image set. The prediction of face model parameters
is combined with the task of reconstructing the input image
from the parameters.

The training loss is computed as follows:

6]

where Lj;,q4e denotes the L2 loss between output and in-
put image, and L,,qms the L2 loss between the parameters
computed by the encoder part («,y, T, t) and their ground
truth. A is a weighting factor to adjust the importance of
the loss functions relative to each other. Since the results
have not changed substantially for other values of A, we use
A = 1. The network is trained on the same parameters as
the encoder, described in the previous Section 3.3.

During evaluation, both the encoder and the decoder are
fixed and the latent space variables are further optimized
by the image loss.

3.5. Model Training

The Adam optimizer [16] is employed in the training of our
network models, utilizing a Nvidia A100 graphics card. The
encoder is trained with linearly scheduled learning rates in
[0.01, 0.001], over the initial 150 epochs of the training pe-
riod and over 200 epochs in total. To train the decoder and

Ltrain = Limage + A Lpa'ramsv
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the autoencoder a learning rate of 0.001 is employed with-
out learning rate scheduling over 300 epochs. We train the
encoder and autoencoder in batches of 50 images, and the
decoder in batches of 150 images. The batch sizes were
selected to make use of the graphics card memory. The de-
coder has a higher batch size as the model is trained sep-
arately. The autoencoder takes approximately 4 hours of
training time, the encoder 2 hours and the decoder 1.5 hours,
the training with radar and depth images combined takes
0.75 to 1 hour longer due to the higher amount of data.
Runtime. In the mean it takes 58 ms to get the resulting
image from the trained decoder models, while the physics-
based renderer used for the creation of the dataset takes
about 2 min to reconstruct an image. Both measurements
were performed on a Nvidia GeForce RTX 4060 Ti.

4. Experiments & Results

In the following the encoder and autoencoder architectures
are evaluated quantitatively and qualitatively. Both network
types are trained and evaluated using three types of radar
input data: amplitude images, depth images that are recon-
structed from radar signals, and the combination of both im-
age types in two channels of an image (amplitude-depth im-
ages). We further classify our data into three categories:
synthetic images generated from synthetic meshes (synth
data), synthetic images from photogrammetry reconstruc-
tions of real faces (real-to-synth data), and real images from
real faces (real data).

Quantitative Results. The L2 error between the predicted
and ground truth face model parameters of the faces in our
validation set is presented in Table 1. Additionally, the
mean Euclidean point distances between all corresponding
mesh points of the face model meshes created with the re-
sult parameters are compared, without applying the pose.
We compare these errors to the baseline, which is calculated
by the error between the mean of the training set parameters
and each face instance of the validation set. Furthermore,
we use the error of randomly sampled parameter with the
same distribution as the ground truth parameters as an addi-
tional baseline.

All variants of our methods demonstrate superior outcomes
compared to these baselines. The results of the encoder and
autoencoder demonstrate that the L2 error of the resulting
shape and expression vectors and, since the pose error is
similar, the total error for the autoencoder is smaller than
for the encoder. Furthermore, it can be observed that the
results for the shape vector for both, the encoder and the au-
toencoder version, demonstrate a reduction in L2 error and
the point distance of the corresponding meshes when the re-
constructed depth image is incorporated.

In the following evaluations, we compare the shape and ex-
pression parameter results for real input, real-to-synth input
and additionally generated synthetic input which consists of



Method L2 Shape | L2Expr] L2 Translation] L2 Rotation] L2 Total| Point Dist |
Baseline (Mean) 0.9905 0.9996 0.3316 0.2264 0.8077 4.42 mm
Baseline (Random) 2.0123 2.0593 0.6753 0.4467 1.6480 6.28 mm
Encoder (Amplitude) 0.8400 0.9212 0.0687 0.0063 0.6554 3.47 mm
Encoder (Depth) 0.7398 0.9103 0.0646 0.0053 0.6078 2.77 mm
Encoder (Amp.-Depth) 0.7350 0.8848 0.0613 0.0051 0.5975 2.82 mm
Autoencoder (Amplitude) 0.7705 0.8151 0.0794 0.0070 0.5943 3.29 mm
Autoencoder (Depth) 0.6338 0.8499 0.0657 0.0062 0.5436 2.56 mm
Autoencoder (Amp.-Depth) 0.6400 0.8202 0.0779 0.0071 0.5390 2.61 mm

Table 1. L2 error of the parameters computed by the encoder and the autoencoder evaluated on the synthetic validation set and the mean
point distance of all corresponding mesh points. The mean L2 error for the evaluated parameters is given and split into the shape and
expression parameters by the face model and the translation and rotation of the face mesh. The point distance is computed by the mean
Euclidean distance of each point pair of the resulting mesh and the ground truth mesh, without applying the pose. The models are trained on
synthetic amplitude images, depth images, and amplitude-depth images. The estimation of the pose has similar quality for all approaches,
while the autoencoder performs better for shape and expression estimation and has a lower point distance, which are the core tasks of
interest. The models trained on depth or amplitude-depth input perform better in the shape estimation and have a lower point distance.
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Figure 7. Reconstructions of the autoencoder models with the different settings. The first row contains the results for the synthetic radar
image input for the differently trained models, while the second row contains the results for the real radar image input.

shape instances having the same five sampled expressions.
The sampling distributions are the same as in Section 3.2.
The evaluation shows correlations between the input and
result parameters, in particular for the real images. The
Figures 5 and 6 illustrate the comparison of the resulting
faces with one another by computing the cosine similarity
between the face model parameters and the parameters of
the other face instances. Each cell contains the mean of
face instances with the same shape or expression, respec-
tively. Consequently, the similarity of faces can be com-
pared to each other. The faces with the same ground truth
shape, respectively expression, are anticipated to have the
highest similarity. As a reference the cosine similarity of
the ground truth parameters is presented in the Supplemen-
tary Material. Figure 5a shows the comparison of the syn-
thetic shape vectors computed with an autoencoder trained
on amplitude-depth images. The diagonal displays a high
degree of similarity between vectors with the same ground
truth shape, in comparison to other combinations of face
vectors. While there are instances of two faces where the
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similarity between the shape vectors is also high, the values
on the diagonal are the highest for most of the rows. Fig-
ure 5b illustrates the results for the same faces but without
a pose. In this plot, the diagonal of high values is more
prominent compared to the plot with a sampled pose.

The results for real amplitude and amplitude-depth images
to the autoencoder are shown in Figures 6a and 6b. The
shape results demonstrate higher values on the diagonal
compared to the mean of the other values in the plot. With
the exception of the first face in Figure 6b, these values rep-
resent the highest in each row/column. In Figure 6c¢ the
real-to-synth results are evaluated, which show a diagonal
of high values for the shape evaluation as well. Of the three
variants, only the autoencoder evaluated on real amplitude-
depth images shows a diagonal when comparing the expres-
sion parameters. The encoder results and remaining autoen-
coder results can be found in the Supplementary Material.
To summarize, the comparison of the L2 loss shows that the
autoencoder variants perform better in predicting the shape
and expression parameters, while the use of the depth input
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(b) Comparison of the shape parameters per shape instance (top) and ex-
pression parameters per expression instance (bottom) with a neutral pose.

Figure 5. Cosine similarity comparison between the face model
parameters computed by the autoencoder evaluated on synthetic
data input with a uniformly sampled pose (top) and a neutral pose
(bottom).

improves the shape reconstruction. The cosine plots show
that there is a correlation between the real face instance and
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(c) Comparison of the shape and expression parameters computed by the
autoencoder evaluated on the real-to-synth amplitude images.

Figure 6. Cosine similarity comparison between the shape and
expression parameters from the autoencoder results derived from
real data. The plots present the shape parameters (left) and expres-
sion parameters (right) grouped by instances of the same shape or
expression, respectively.

the shape parameter output of the models, while there is
no visible correlation for the expression vectors. We also
showed that the pose influences the shape and expression
parameter prediction.

Qualitative Results. Qualitative results are presented in
Figures 7 and 8. For both, real and synthetic data, the image
results appear to be a blurred version of the input, wherein
smaller details, visible noise, and radar signal patterns have
been removed. This is expected, as the physics-based ren-
derer involves a random component.

Figure 8 compares meshes created with the resulting param-
eters across the different input types. In the case of synthetic
images, the results appear similar across the different meth-
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ods. However, in the case of real input, the meshes exhibit
greater variance and appear to deviate more from the ground
truth. The predicted pose is found to be in close alignment
with the ground truth pose for all methods.

5. Discussion

Evaluation. The results of our experiments demonstrate
that the autoencoder, as outlined in Section 3.4, exhibits
superior performance in predicting face model shape and
expression parameters compared to the fully-supervised
trained encoder, as described in Section 3.3.

We thus conclude that the additional training with the de-
coder has a beneficial effect on the training process, due to
the image reconstruction task and its role in regularizing the
loss of the network. Furthermore, the decoder component,
which has been trained as a learned renderer, can be utilized
to generate images with an appearance similar to radar im-
ages. Since it is differentiable and computes the images at a
significantly faster rate compared to the physics-based ren-
derer, it can be further utilized to finetune the parameters by
fixing the encoder and decoder and optimize the image loss.
In terms of predicting the shape parameters, the depth im-
ages appear to demonstrate superior performance compared
to the amplitude images, across both the autoencoder and
encoder models. We assume that this is because the face
pixel values are more evenly distributed and there are less
small region peaks with high values, since this is the major
difference between the image types.

Limitations. Despite the promising outcomes revealed by
our evaluation, our work is not without limitations, thereby
suggesting avenues for future research. One challenge is
the domain gap between synthetic and real images which
decreases the resulting quality for real input. It appears in
different patterns between the radar simulator and the real
radar images, and in different scales between the synthetic
meshes and the real faces. Ideally, we could, like Tewari
et al. [28], train our autoencoder on real images, but we
are restricted to a limited real test set, which is also limited
in variance since all radar captured persons are male and
from a similar geographical region. Another limitation is
the approximation of the reflectance properties of skin by
the physics-based renderer, which restricts our model in be-
ing physical correct.

Future Work. In future experiments, we propose collecting
a larger dataset of real data incorporating a wider variety of
human subjects for radar capture.

Another avenue is to evaluate each viewing angle by the ex-
pected output quality of the face reconstruction, which can
be insightful and useful in practice. This topic is already
under investigation as current publications show [31].

The method we present is generalizable to other applica-
tions than monitoring patients as long as it is a static envi-
ronment and the person is within radar-capturing distance.
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6. Conclusion

We presented an approach for face reconstruction based on
radar images and the BFM 2019 [11]. We generated a
dataset of 10,000 synthetic radar images from a physics-
based radar simulator based on meshes created with the
BFM 2019 and trained three CNN models fully-supervised
to reproduce the ground truth parameters. Furthermore, a
learned renderer was employed, trained to render radar im-
ages derived from the combination of the face model param-
eters and pose. This learned renderer is used to generate
representative images close to the appearance of real data
but significantly faster (more than 2000 times) and fully dif-
ferentiable. While the reconstruction of faces only given
radar data remains challenging, we demonstrated that the
joint training process improves the reconstruction quality
compared to the fully-supervised training approach.

On synthetic data, we achieve a mean Euclidean 3D point
distance of 2.56 mm of the face meshes without applying
the pose. Furthermore, the qualitative results appear vi-
sually similar to the ground truth faces. In the case of
real data, we show that we can perform face recognition
since instances of the same shape, but with a different pose
and expression, have a higher similarity compared to other
faces. However, the recognition of expressions is only pos-
sible with identity-specific trained models. The pose is con-
sistent with the ground truth, however, for real data there is
no discernible correlation between the ground truth and the
resulting meshes concerning shape and expression in most
of the results. The core benefit of our method is that it can
be trained in an unsupervised fashion as model-based au-
toencoder on a large set of radar images without explicit 3D
supervision which enables large scale training on real data.
With our approach, we anticipate to guide future research
towards higher-fidelity reconstructions.
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