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1. Pseudocode for MGiT

In order to ensure the reproducibility of the proposed
method (MGiT) we provide the python pseudocode on Fig
1.

2. Plugin ViT Hyper-parameters

For training the auxiliary ViT we chose multiple hyper-
parameters as detailed below:

Layer Reduction

To decrease the model’s complexity, we reduced the num-
ber of layers in the auxiliary ViT using parameter α. The
reduced number of layers is L/α, where L is the original
ViT’s number of layers. Alternative values considered for
α are 1, 2, 4, 6, and 8. Notably, when α = 6, the model
exhibits a good balance between model complexity and ac-
curacy, which provides a reduced model with 17 million pa-
rameters, 18.84 GFLOPs, while maintaining a competitive
accuracy of 86.42%, as shown in Table 1.

Table 1. Effect of Layer Reduction or α on Number of Model
Parameters, GFLOPs, and Accuracy

α Parameters (Millions) GFLOPs Accuracy
1 88 94.44 86.45
2 45 49.08 86.38
4 24 26.4 86.13
6 17 18.84 86.42
8 10 11.28 85.07

Head Reduction

Similar to layer reduction, we decreased the number of
MHSA heads in the auxiliary ViT using parameter ω, which
reduces the number of heads from H to H/ω. Table 2
shows the impact of reducing the number of MHSA heads
on model accuracy on CIFAR-10. Alternative values con-

Figure 1. A Python pseudocode for the implementation of MGiT

sidered for ω are 1, 2, 4, and 6. When ω = 2, the model
achieved the highest accuracy of 86.42%.
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Table 2. Impact of Head Reduction on Accuracy

ω Accuracy
1 86.4
2 86.42
4 84.58
6 83.16

Weighted Average Mechanism

In our experiments, we explored various starting and stop-
ping values of weight λ for the weighted average mecha-
nism in the MGiT method for combining the weights of
the auxiliary ViT and ViT/B-32. We determined the best
starting weight through experimentation. Additionally, we
observed that once λ ≤ 0.2, the gradients from the auxil-
iary ViT ceased to contribute to the improvement of ViT/B-
32. Consequently, we stopped the auxiliary ViT training
and continued with independent training of ViT/B-32. This
not only ensures the autonomy of ViT/B-32 but also aids
in reducing the overall complexity of the MGiT. The start-
ing value of λ was examined in the range of 0.5 to 0.9, as
shown in Table 3. Among the trials, Trial 3 with a start-
ing weight of 0.7 yielded the highest accuracy of 86.41%.
Therefore, 0.7 was chosen as the starting weight for the
MGiT method. Similarly, the stopping value of λ was ex-
amined in the range of 0.05 to 0.4. Trial 3, with a stopping
weight of 0.2, achieved the highest accuracy of 86.42%. It
was observed that further training with smaller λ could not
further improve the performance of the MGiT, as shown in
Table 4. Thus, 0.2 was chosen as the stopping weight for
the MGiT method.

Table 3. Impact of Starting Weight (λ) on Accuracy

Trial Starting Weight (λ) Accuracy
1 0.9 85.06
2 0.8 85.12
3 0.7 86.41
4 0.6 86.21
5 0.5 85.96

Table 4. Impact of Stopping Weight (λ) on Accuracy

Trial Stopping Weight (λ) Accuracy
1 0.4 85.12
2 0.3 86.22
3 0.2 86.42
4 0.1 86.40
5 0.05 86.41
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