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1. Motivation
Since the definition of anomaly can vary depending on

the context, it is critical to handle a broad spectrum of
anomalies in surveillance videos, anomalous events (e.g.,
running or throwing trash), abnormal interactions between
normal objects (e.g., fighting or stealing), and appearance
of anomalous objects (e.g., bicycle or vehicle on pedes-
trian walkways). To this end, we propose FusedVision, a
branched framework capable of leveraging object-centric
and normalcy learning modules to successfully detect a
wide range of anomalies. Through rigorous experiments on
ShanghaiTech, Avenue, and Ped2 datasets, we have demon-
strated the remarkable efficacy of our proposed framework.

2. Anomaly Score Calculation
As discussed in (manuscript:Section 3.4) Anomaly Score

Calculation , we use the widely popular in literature Peak
Signal to Noise Ratio (PSNR) as the baseline anomaly
scoring approach (manuscript:Section 3.4.1). Furthermore,
we introduce three new anomaly scoring methods (β AV G

t ,
β MAX

t , and Acomb
t ) which effectively utilize the two branched

structure of our framework and yield significant perfor-
mance gains over the baseline PSNR based scoring method
(manuscript:Table 2 of Manuscript) .

2.1. Mask values as anomaly score

As discussed in some of the existing anomaly detection
literature, PSNR as anomaly scoring has some limitations
[3, 1]. For example, using PSNR as anomaly score re-
quires it to be min-max normalized over a whole sequence
of video. Consequently, this means that PSNR is not easily
applicable on real-time systems.

To overcome this limitation of PSNR based anomaly
scoring method, we also explore a simple mask value-
based anomaly scoring approach which takes the maximum
pixel value of the fused mask generated by our framework
(M AV G

t - manuscript: Eq. 3). The intuition behind this ap-
proach is that as the fused mask is created by merging the

NLM and the DM masks, higher values of it may corre-
spond to the presence of anomalous event or objects in the
input frame. Therefore, the pixel value can be considered
as the anomaly score: Formally, for the mask M AV G

t , we
compute this proposed anomaly score ηt as:

ηt = max(M AV G
t ). (1)

As the values of this mask range between 0 and 1, the
anomaly score for each input frame can be calculated inde-
pendently without considering any normalization over the
input video. This may make the system more applicable
towards real-world anomaly detection.

The performance comparison of ηt as anomaly score
with it counterpart PSNR based anomaly scoring methods
proposed in our manuscript is provided in Table 1 of this
Supplementary document. To limit the extent of the experi-
ments, we utilize only the large-scale ShanghaiTech dataset
for this study. As seen, anomaly score ηt demonstrates an
AUC performance of 73.25% using Park et al. [5] as base-
line NLM method. This performance is comparable to the
PSNR based methods proposed in our manuscript with an
additional benefit of not requiring any normalization.

3. Detection Module (DM) Settings
In this section, to facilitate the results reproducibility

of our approach, we provide comprehensive details of the
settings for our detection module (DM). As discussed in
the existing object-centric anomaly detection methods, the
anomaly is dependent on the context in which specific ob-
jects interact with each other or the environment [4, 2, 7].
To this end, for all datasets, we configure our DM module
to detect the anomalous classes: 2, 3, 4, 8, 25, and 37, of
the COCO dataset, based on the context provided by the
dataset description. This configuration translates into our
DM module identifying objects belonging to the bicycle,
car, motorcycle, truck, backpack, and skateboard classes as
anomalous. Interestingly, due to the presence of NLM in
its branched architecture, our proposed FusedVision frame-
work offers flexibility of detecting other anomalies such as
event based anomalies or appearances of objects unknown
to the DM. This property is in contrast with the existing



PSNR Baseline
Methods Park et al. [5]

AUC (%) ∆

αNLM
t ( manuscript: Eq. 6) 68.30 0.00

Ours

Acomb
t ( manuscript: Eq. 10 73.75 + 5.45

β AV G
t (manuscript: Eq. 9) 72.03 + 3.73

β MAX
t (manuscript: Eq. 9 ) 71.64 + 3.34

ηt (Supplementary: Eq. 1) 73.25 + 4.95
Table 1. AUC % of our proposed mask based anomaly score calcu-
lation approaches compared with baseline PSNR method as well
as our proposed PSNR based methods on ShanghaiTech Dataset.
As seen, all of our approaches perform noticeably better than the
PSNR baseline method. Moreover, the mask based method per-
forms comparably with its counterpart PSNR based methods while
having the flexibility of not requiring any normalization.

object centric methods in which if the detector fails to de-
tect an object, the learning system predicts normalcy for
the input. The results presented in manuscript:Table 4 val-
idate this property. As seen, when only DM is used in a
standalone configuration to detecting anomalies, it demon-
strates a mere AUC performance of 63.40%. However,
when Park et al. [5] is added as NLM in our FusedVision
framework, the performance increases to 73.75%. More-
over, in another similar experiment, adding Astrid et al.
[1] as NLM in our FusedVision framework brings the per-
formance to 78.83%. Moreover, from manuscript:Table 1,
adding Ristea et al. [6] as NLM bring the performance of
our proposed approach to 83.58%. This consistent perfor-
mance gains by adding different NLM baseline demonstrate
the significant flexibility of our approach in performing be-
yond anomalous object detection capability of the DM used
in our approach.

4. Qualitative Results

In this section, we present additional visualizations com-
paring our FusedVision approach with its baseline counter-
part. Our analysis focuses on two critical aspects of video
anomaly detection: the Area Under the Curve (AUC) score
and the response time when an anomaly is introduced. As
shown in Fig. 1, the baseline method proposed by Astrid
et al. [1] exhibited an increase in detection scores around
frame #80, despite these being normal frames, indicating
suboptimal performance in distinguishing between normal
and anomalous events. In contrast, our FusedVision ap-
proach demonstrated a more robust and accurate response,
detecting the anomaly precisely around frame #100 when
the bicycle first appeared. Furthermore, FusedVision main-
tained a consistently high AUC score over the anomalous
frames, whereas the Astridet al. [1] method struggled to
maintain reliable performance beyond frame #160. This im-
provement can be attributed to the integration of the detec-
tion module (DM), which enhances both the capture speed
and accuracy of anomaly detection in FusedVision.

Video Sequence Normal frames Anomalous frames Score  Curve

Figure 1. Anomaly score comparison between the generated Astrid
et al. baseline [1] and our proposed approach (FusedVision). Our
approach captures anomalies more quickly and provides a more
robust anomaly score.

5. Demo Video
For additional qualitative results compilation of

the proposed FusedVision framework on videos taken
from ShanghaiTech dataset, please refer to the fol-
lowing linkhttps://drive.google.com/file/d/
1r4bQr1Bc1ls4BO2A-qKISxFXzEosvnuH/view?usp=

drive_link
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